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Abstract In recent years, privacy-preserving data mining has been studied extensively,

because of the wide proliferation of sensitive information on the internet. A

number of algorithmic techniques have been designed for privacy-preserving

data mining. In this paper, we provide a review of the state-of-the-art meth-

ods for privacy. We discuss methods for randomization, k-anonymization, and

distributed privacy-preserving data mining. We also discuss cases in which the

output of data mining applications needs to be sanitized for privacy-preservation

purposes. We discuss the computational and theoretical limits associated with

privacy-preservation over high dimensional data sets.

1. Introduction

In recent years, data mining has been viewed as a threat to privacy because

of the widespread proliferation of electronic data maintained by corporations.

This has lead to increased concerns about the privacy of the underlying data.

In recent years, a number of techniques have been proposed for modifying or

transforming the data in such a way so as to preserve privacy. A survey on

some of the techniques used for privacy-preserving data mining may be found
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in [123]. In this chapter, we will study an overview of the state-of-the-art in

privacy-preserving data mining.

Privacy-preserving data mining finds numerous applications in surveillance

which are naturally supposed to be “privacy-violating” applications. The key

is to design methods [113] which continue to be effective, without compro-

mising security. In [113], a number of techniques have been discussed for

bio-surveillance, facial de-dentification, and identity theft. More detailed dis-

cussions on some of these sssues may be found in [96, 114–116].

Most methods for privacy computations use some form of transformation on

the data in order to perform the privacy preservation. Typically, such methods

reduce the granularity of representation in order to reduce the privacy. This

reduction in granularity results in some loss of effectiveness of data manage-

ment or mining algorithms. This is the natural trade-off between information

loss and privacy. Some examples of such techniques are as follows:

The randomization method: The randomization method is a technique

for privacy-preserving data mining in which noise is added to the data

in order to mask the attribute values of records [2, 5]. The noise added

is sufficiently large so that individual record values cannot be recov-

ered. Therefore, techniques are designed to derive aggregate distribu-

tions from the perturbed records. Subsequently, data mining techniques

can be developed in order to work with these aggregate distributions.

We will describe the randomization technique in greater detail in a later

section.

The k-anonymity model and l-diversity: The k-anonymity model was

developed because of the possibility of indirect identification of records

from public databases. This is because combinations of record attributes

can be used to exactly identify individual records. In the k-anonymity

method, we reduce the granularity of data representation with the use

of techniques such as generalization and suppression. This granularity

is reduced sufficiently that any given record maps onto at least k other

records in the data. The l-diversity model was designed to handle some

weaknesses in the k-anonymity model since protecting identities to the

level of k-individuals is not the same as protecting the corresponding

sensitive values, especially when there is homogeneity of sensitive val-

ues within a group. To do so, the concept of intra-group diversity of

sensitive values is promoted within the anonymization scheme [83].

Distributed privacy preservation: In many cases, individual entities may

wish to derive aggregate results from data sets which are partitioned

across these entities. Such partitioning may be horizontal (when the

records are distributed across multiple entities) or vertical (when the at-

tributes are distributed across multiple entities). While the individual
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entities may not desire to share their entire data sets, they may consent

to limited information sharing with the use of a variety of protocols. The

overall effect of such methods is to maintain privacy for each individual

entity, while deriving aggregate results over the entire data.

Downgrading Application Effectiveness: In many cases, even though the

data may not be available, the output of applications such as association

rule mining, classification or query processing may result in violations

of privacy. This has lead to research in downgrading the effectiveness

of applications by either data or application modifications. Some exam-

ples of such techniques include association rule hiding [124], classifier

downgrading [92], and query auditing [1].

In this paper, we will provide a broad overview of the different techniques for

privacy-preserving data mining. We will provide a review of the major algo-

rithms available for each method, and the variations on the different techniques.

We will also discuss a number of combinations of different concepts such as

k-anonymous mining over vertically- or horizontally-partitioned data. We will

also discuss a number of unique challenges associated with privacy-preserving

data mining in the high dimensional case.

This paper is organized as follows. In section 2, we will introduce the ran-

domization method for privacy preserving data mining. In section 3, we will

discuss the k-anonymization method along with its different variations. In sec-

tion 4, we will discuss issues in distributed privacy-preserving data mining.

In section 5, we will discuss a number of techniques for privacy which arise

in the context of sensitive output of a variety of data mining and data man-

agement applications. In section 6, we will discuss some unique challenges

associated with privacy in the high dimensional case. A number of applica-

tions of privacy-preserving models and algorithms are discussed in Section 7.

Section 8 contains the conclusions and discussions.

2. The Randomization Method

In this section, we will discuss the randomization method for privacy-preserving

data mining. The randomization method has been traditionally used in the con-

text of distorting data by probability distribution for methods such as surveys

which have an evasive answer bias because of privacy concerns [74, 129]. This

technique has also been extended to the problem of privacy-preserving data

mining [2].

The method of randomization can be described as follows. Consider a set of

data records denoted by X = {x1 . . . xN}. For record xi ∈ X, we add a noise

component which is drawn from the probability distribution fY (y). These

noise components are drawn independently, and are denoted y1 . . . yN . Thus,

the new set of distorted records are denoted by x1+y1 . . . xN +yN . We denote
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this new set of records by z1 . . . zN . In general, it is assumed that the variance

of the added noise is large enough, so that the original record values cannot

be easily guessed from the distorted data. Thus, the original records cannot be

recovered, but the distribution of the original records can be recovered.

Thus, if X be the random variable denoting the data distribution for the

original record, Y be the random variable describing the noise distribution,

and Z be the random variable denoting the final record, we have:

Z = X + Y

X = Z − Y

Now, we note that N instantiations of the probability distribution Z are known,

whereas the distribution Y is known publicly. For a large enough number of

values of N , the distribution Z can be approximated closely by using a va-

riety of methods such as kernel density estimation. By subtracting Y from

the approximated distribution of Z , it is possible to approximate the original

probability distribution X. In practice, one can combine the process of ap-

proximation of Z with subtraction of the distribution Y from Z by using a

variety of iterative methods such as those discussed in [2, 5]. Such iterative

methods typically have a higher accuracy than the sequential solution of first

approximating Z and then subtracting Y from it. In particular, the EM method

proposed in [5] shows a number of optimal properties in approximating the

distribution of X.

We note that at the end of the process, we only have a distribution con-

taining the behavior of X. Individual records are not available. Furthermore,

the distributions are available only along individual dimensions. Therefore,

new data mining algorithms need to be designed to work with the uni-variate

distributions rather than the individual records. This can sometimes be a chal-

lenge, since many data mining algorithms are inherently dependent on statistics

which can only be extracted from either the individual records or the multi-

variate probability distributions associated with the records. While the ap-

proach can certainly be extended to multi-variate distributions, density estima-

tion becomes inherently more challenging [112] with increasing dimensional-

ities. For even modest dimensionalities such as 7 to 10, the process of density

estimation becomes increasingly inaccurate, and falls prey to the curse of di-

mensionality.

One key advantage of the randomization method is that it is relatively sim-

ple, and does not require knowledge of the distribution of other records in

the data. This is not true of other methods such as k-anonymity which re-

quire the knowledge of other records in the data. Therefore, the randomization

method can be implemented at data collection time, and does not require the

use of a trusted server containing all the original records in order to perform the

anonymization process. While this is a strength of the randomization method,
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it also leads to some weaknesses, since it treats all records equally irrespective

of their local density. Therefore, outlier records are more susceptible to adver-

sarial attacks as compared to records in more dense regions in the data [10]. In

order to guard against this, one may need to be needlessly more aggressive in

adding noise to all the records in the data. This reduces the utility of the data

for mining purposes.

The randomization method has been extended to a variety of data mining

problems. In [2], it was discussed how to use the approach for classifica-

tion. A number of other techniques [143, 145] have also been proposed which

seem to work well over a variety of different classifiers. Techniques have also

been proposed for privacy-preserving methods of improving the effectiveness

of classifiers. For example, the work in [51] proposes methods for privacy-

preserving boosting of classifiers. Methods for privacy-preserving mining of

association rules have been proposed in [47, 107]. The problem of association

rules is especially challenging because of the discrete nature of the attributes

corresponding to presence or absence of items. In order to deal with this is-

sue, the randomization technique needs to be modified slightly. Instead of

adding quantitative noise, random items are dropped or included with a certain

probability. The perturbed transactions are then used for aggregate association

rule mining. This technique has shown to be extremely effective in [47]. The

randomization approach has also been extended to other applications such as

OLAP [3], and SVD based collaborative filtering [103].

2.1 Privacy Quantification

The quantity used to measure privacy should indicate how closely the origi-

nal value of an attribute can be estimated. The work in [2] uses a measure that

defines privacy as follows: If the original value can be estimated with c% con-

fidence to lie in the interval [α1, α2], then the interval width (α2 − α1) defines

the amount of privacy at c% confidence level. For example, if the perturb-

ing additive is uniformly distributed in an interval of width 2α, then α is the

amount of privacy at confidence level 50% and 2α is the amount of privacy at

confidence level 100%. However, this simple method of determining privacy

can be subtly incomplete in some situations. This can be best explained by the

following example.

Example 2.1 Consider an attribute X with the density function fX(x) given

by:

fX(x) = 0.5 0 ≤ x ≤ 1
0.5 4 ≤ x ≤ 5
0 otherwise
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Assume that the perturbing additive Y is distributed uniformly between

[−1, 1]. Then according to the measure proposed in [2], the amount of pri-

vacy is 2 at confidence level 100%.

However, after performing the perturbation and subsequent reconstruction,

the density function fX(x) will be approximately revealed. Let us assume for

a moment that a large amount of data is available, so that the distribution

function is revealed to a high degree of accuracy. Since the (distribution of

the) perturbing additive is publically known, the two pieces of information can

be combined to determine that if Z ∈ [−1, 2], then X ∈ [0, 1]; whereas if

Z ∈ [3, 6] then X ∈ [4, 5].
Thus, in each case, the value of X can be localized to an interval of length 1.

This means that the actual amount of privacy offered by the perturbing additive

Y is at most 1 at confidence level 100%. We use the qualifier ‘at most’ since

X can often be localized to an interval of length less than one. For example, if

the value of Z happens to be −0.5, then the value of X can be localized to an

even smaller interval of [0, 0.5].

This example illustrates that the method suggested in [2] does not take into

account the distribution of original data. In other words, the (aggregate) re-

construction of the attribute value also provides a certain level of knowledge

which can be used to guess a data value to a higher level of accuracy. To accu-

rately quantify privacy, we need a method which takes such side-information

into account.

A key privacy measure [5] is based on the differential entropy of a random

variable. The differential entropy h(A) of a random variable A is defined as

follows:

h(A) = −

∫
ΩA

fA(a) log2 fA(a) da (2.1)

where ΩA is the domain of A. It is well-known that h(A) is a measure of

uncertainty inherent in the value of A [111]. It can be easily seen that for a

random variable U distributed uniformly between 0 and a, h(U) = log2(a).
For a = 1, h(U) = 0.

In [5], it was proposed that 2h(A) is a measure of privacy inherent in the

random variable A. This value is denoted by Π(A). Thus, a random variable

U distributed uniformly between 0 and a has privacy Π(U) = 2log2(a) = a.

For a general random variable A, Π(A) denote the length of the interval, over

which a uniformly distributed random variable has the same uncertainty as A.

Given a random variable B, the conditional differential entropy of A is de-

fined as follows:

h(A|B) = −

∫
ΩA,B

fA,B(a, b) log2 fA|B=b(a) da db (2.2)
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Thus, the average conditional privacy of A given B is Π(A|B) = 2h(A|B).

This motivates the following metric P(A|B) for the conditional privacy loss

of A, given B:

P(A|B) = 1 − Π(A|B)/Π(A) = 1 − 2h(A|B)/2h(A) = 1 − 2−I(A;B).

where I(A;B) = h(A) − h(A|B) = h(B)− h(B|A). I(A;B) is also known

as the mutual information between the random variables A and B. Clearly,

P(A|B) is the fraction of privacy of A which is lost by revealing B.

As an illustration, let us reconsider Example 2.1 given above. In this case,

the differential entropy of X is given by:

h(X) = −

∫
ΩX

fX(x) log2 fX(x) dx

= −

∫ 1

0
0.5 log2 0.5 dx −

∫ 5

4
0.5 log2 0.5 dx

= 1

Thus the privacy of X, Π(X) = 21 = 2. In other words, X has as much pri-

vacy as a random variable distributed uniformly in an interval of length 2. The

density function of the perturbed value Z is given by fZ(z) =
∫ ∞
−∞ fX(ν)fY (z−

ν) dν.

Using fZ(z), we can compute the differential entropy h(Z) of Z . It turns

out that h(Z) = 9/4. Therefore, we have:

I(X;Z) = h(Z) − h(Z|X) = 9/4 − h(Y ) = 9/4 − 1 = 5/4

Here, the second equality h(Z|X) = h(Y ) follows from the fact that X and

Y are independent and Z = X + Y . Thus, the fraction of privacy loss in this

case is P(X|Z) = 1 − 2−5/4 = 0.5796. Therefore, after revealing Z , X has

privacy Π(X|Z) = Π(X) × (1 − P(X|Z)) = 2 × (1.0 − 0.5796) = 0.8408.

This value is less than 1, since X can be localized to an interval of length less

than one for many values of Z .

The problem of privacy quantification has been studied quite extensively in

the literature, and a variety of metrics have been proposed to quantify privacy.

A number of quantification issues in the measurement of privacy breaches has

been discussed in [46, 48]. In [19], the problem of privacy-preservation has

been studied from the broader context of the tradeoff between the privacy and

the information loss. We note that the quantification of privacy alone is not suf-

ficient without quantifying the utility of the data created by the randomization

process. A framework has been proposed to explore this tradeoff for a variety

of different privacy transformation algorithms.
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2.2 Adversarial Attacks on Randomization

In the earlier section on privacy quantification, we illustrated an example in

which the reconstructed distribution on the data can be used in order to reduce

the privacy of the underlying data record. In general, a systematic approach

can be used to do this in multi-dimensional data sets with the use of spectral

filtering or PCA based techniques [54, 66]. The broad idea in techniques such

as PCA [54] is that the correlation structure in the original data can be esti-

mated fairly accurately (in larger data sets) even after noise addition. Once the

broad correlation structure in the data has been determined, one can then try

to remove the noise in the data in such a way that it fits the aggregate correla-

tion structure of the data. It has been shown that such techniques can reduce

the privacy of the perturbation process significantly since the noise removal

results in values which are fairly close to their original values [54, 66]. Some

other discussions on limiting breaches of privacy in the randomization method

may be found in [46].

A second kind of adversarial attack is with the use of public information.

Consider a record X = (x1 . . . xd), which is perturbed to Z = (z1 . . . zd).
Then, since the distribution of the perturbations is known, we can try to use a

maximum likelihood fit of the potential perturbation of Z to a public record.

Consider the publicly public record W = (w1 . . . wd). Then, the potential per-

turbation of Z with respect to W is given by (Z−W ) = (z1−w1 . . . zd−wd).
Each of these values (zi − wi) should fit the distribution fY (y). The corre-

sponding log-likelihood fit is given by −
∑d

i=1 log(fy(zi − wi)). The higher

the log-likelihood fit, the greater the probability that the record W corresponds

to X. If it is known that the public data set always includes X, then the max-

imum likelihood fit can provide a high degree of certainty in identifying the

correct record, especially in cases where d is large. We will discuss this issue

in greater detail in a later section.

2.3 Randomization Methods for Data Streams

The randomization approach is particularly well suited to privacy-preserving

data mining of streams, since the noise added to a given record is independent

of the rest of the data. However, streams provide a particularly vulnerable

target for adversarial attacks with the use of PCA based techniques [54] be-

cause of the large volume of the data available for analysis. In [78], an in-

teresting technique for randomization has been proposed which uses the auto-

correlations in different time series while deciding the noise to be added to

any particular value. It has been shown in [78] that such an approach is more

robust since the noise correlates with the stream behavior, and it is more diffi-

cult to create effective adversarial attacks with the use of correlation analysis

techniques.
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2.4 Multiplicative Perturbations

The most common method of randomization is that of additive perturba-

tions. However, multiplicative perturbations can also be used to good effect for

privacy-preserving data mining. Many of these techniques derive their roots in

the work of [61] which shows how to use multi-dimensional projections in or-

der to reduce the dimensionality of the data. This technique preserves the inter-

record distances approximately, and therefore the transformed records can be

used in conjunction with a variety of data mining applications. In particular,

the approach is discussed in detail in [97, 98], in which it is shown how to

use the method for privacy-preserving clustering. The technique can also be

applied to the problem of classification as discussed in [28]. Multiplicative

perturbations can also be used for distributed privacy-preserving data mining.

Details can be found in [81]. A number of techniques for multiplicative pertur-

bation in the context of masking census data may be found in [70]. A variation

on this theme may be implemented with the use of distance preserving fourier

transforms, which work effectively for a variety of cases [91].

As in the case of additive perturbations, multiplicative perturbations are not

entirely safe from adversarial attacks. In general, if the attacker has no prior

knowledge of the data, then it is relatively difficult to attack the privacy of the

transformation. However, with some prior knowledge, two kinds of attacks are

possible [82]:

Known Input-Output Attack: In this case, the attacker knows some

linearly independent collection of records, and their corresponding per-

turbed version. In such cases, linear algebra techniques can be used to

reverse-engineer the nature of the privacy preserving transformation.

Known Sample Attack: In this case, the attacker has a collection of

independent data samples from the same distribution from which the

original data was drawn. In such cases, principal component analysis

techniques can be used in order to reconstruct the behavior of the original

data.

2.5 Data Swapping

We note that noise addition or multiplication is not the only technique which

can be used to perturb the data. A related method is that of data swapping, in

which the values across different records are swapped in order to perform the

privacy-preservation [49]. One advantage of this technique is that the lower

order marginal totals of the data are completely preserved and are not per-

turbed at all. Therefore certain kinds of aggregate computations can be exactly

performed without violating the privacy of the data. We note that this tech-

nique does not follow the general principle in randomization which allows the
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value of a record to be perturbed independent;y of the other records. There-

fore, this technique can be used in combination with other frameworks such

as k-anonymity, as long as the swapping process is designed to preserve the

definitions of privacy for that model.

3. Group Based Anonymization

The randomization method is a simple technique which can be easily im-

plemented at data collection time, because the noise added to a given record is

independent of the behavior of other data records. This is also a weakness be-

cause outlier records can often be difficult to mask. Clearly, in cases in which

the privacy-preservation does not need to be performed at data-collection time,

it is desirable to have a technique in which the level of inaccuracy depends

upon the behavior of the locality of that given record. Another key weakness

of the randomization framework is that it does not consider the possibility that

publicly available records can be used to identify the identity of the owners of

that record. In [10], it has been shown that the use of publicly available records

can lead to the privacy getting heavily compromised in high-dimensional cases.

This is especially true of outlier records which can be easily distinguished from

other records in their locality. Therefore, a broad approach to many privacy

transformations is to construct groups of anonymous records which are trans-

formed in a group-specific way.

3.1 The k-Anonymity Framework

In many applications, the data records are made available by simply remov-

ing key identifiers such as the name and social-security numbers from personal

records. However, other kinds of attributes (known as pseudo-identifiers) can

be used in order to accurately identify the records. Foe example, attributes

such as age, zip-code and sex are available in public records such as census

rolls. When these attributes are also available in a given data set, they can be

used to infer the identity of the corresponding individual. A combination of

these attributes can be very powerful, since they can be used to narrow down

the possibilities to a small number of individuals.

In k-anonymity techniques [110], we reduce the granularity of representa-

tion of these pseudo-identifiers with the use of techniques such as generaliza-

tion and suppression. In the method of generalization, the attribute values are

generalized to a range in order to reduce the granularity of representation. For

example, the date of birth could be generalized to a range such as year of birth,

so as to reduce the risk of identification. In the method of suppression, the

value of the attribute is removed completely. It is clear that such methods re-

duce the risk of identification with the use of public records, while reducing

the accuracy of applications on the transformed data.
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In order to reduce the risk of identification, the k-anonymity approach re-

quires that every tuple in the table be indistinguishability related to no fewer

than k respondents. This can be formalized as follows:

Definition 2.2 Each release of the data must be such that every combina-

tion of values of quasi-identifiers can be indistinguishably matched to at least

k respondents.

The first algorithm for k-anonymity was proposed in [110]. The approach uses

domain generalization hierarchies of the quasi-identifiers in order to build k-

anonymous tables. The concept of k-minimal generalization has been pro-

posed in [110] in order to limit the level of generalization for maintaining as

much data precision as possible for a given level of anonymity. Subsequently,

the topic of k-anonymity has been widely researched. A good overview and

survey of the corresponding algorithms may be found in [31].

We note that the problem of optimal anonymization is inherently a difficult

one. In [89], it has been shown that the problem of optimal k-anonymization

is NP-hard. Nevertheless, the problem can be solved quite effectively by the

use of a number of heuristic methods. A method proposed by Bayardo and

Agrawal [18] is the k-Optimize algorithm which can often obtain effective so-

lutions.

The approach assumes an ordering among the quasi-identifier attributes.

The values of the attributes are discretized into intervals (quantitative attributes)

or grouped into different sets of values (categorical attributes). Each such

grouping is an item. For a given attribute, the corresponding items are also

ordered. An index is created using these attribute-interval pairs (or items) and

a set enumeration tree is constructed on these attribute-interval pairs. This set

enumeration tree is a systematic enumeration of all possible generalizations

with the use of these groupings. The root of the node is the null node, and ev-

ery successive level of the tree is constructed by appending one item which is

lexicographically larger than all the items at that node of the tree. We note that

the number of possible nodes in the tree increases exponentially with the data

dimensionality. Therefore, it is not possible to build the entire tree even for

modest values of n. However, the k-Optimize algorithm can use a number of

pruning strategies to good effect. In particular, a node of the tree can be pruned

when it is determined that no descendent of it could be optimal. This can be

done by computing a bound on the quality of all descendents of that node,

and comparing it to the quality of the current best solution obtained during the

traversal process. A branch and bound technique can be used to successively

improve the quality of the solution during the traversal process. Eventually, it

is possible to terminate the algorithm at a maximum computational time, and

use the current solution at that point, which is often quite good, but may not be

optimal.



22 PRIVACY-PRESERVING DATA MINING: MODELS AND ALGORITHMS

In [75], the Incognito method has been proposed for computing a k-minimal

generalization with the use of bottom-up aggregation along domain generaliza-

tion hierarchies. The Incognito method uses a bottom-up breadth-first search of

the domain generalization hierarchy, in which it generates all the possible min-

imal k-anonymous tables for a given private table. First, it checks k-anonymity

for each single attribute, and removes all those generalizations which do not

satisfy k-anonymity. Then, it computes generalizations in pairs, again pruning

those pairs which do not satisfy the k-anonymity constraints. In general, the

Incognito algorithm computes (i + 1)-dimensional generalization candidates

from the i-dimensional generalizations, and removes all those those generaliza-

tions which do not satisfy the k-anonymity constraint. This approach is contin-

ued until, no further candidates can be constructed, or all possible dimensions

have been exhausted. We note that the methods in [76, 75] use a more gen-

eral model for k-anonymity than that in [110]. This is because the method in

[110] assumes that the value generalization hierarchy is a tree, whereas that in

[76, 75] assumes that it is a graph.

Two interesting methods for top-down specialization and bottom-up gener-

alization for k-anonymity have been proposed in [50, 125]. In [50], a top-down

heuristic is designed, which starts with a general solution, and then specializes

some attributes of the current solution so as to increase the information, but

reduce the anonymity. The reduction in anonymity is always controlled, so

that k-anonymity is never violated. At the same time each step of the spe-

cialization is controlled by a goodness metric which takes into account both

the gain in information and the loss in anonymity. A complementary method

to top down specialization is that of bottom up generalization, for which an

interesting method is proposed in [125].

We note that generalization and suppression are not the only transformation

techniques for implementing k-anonymity. For example in [38] it is discussed

how to use micro-aggregation in which clusters of records are constructed. For

each cluster, its representative value is the average value along each dimen-

sion in the cluster. A similar method for achieving anonymity via clustering

is proposed in [15]. The work in [15] also provides constant factor approxi-

mation algorithms to design the clustering. In [8], a related method has been

independently proposed for condensation based privacy-preserving data min-

ing. This technique generates pseudo-data from clustered groups of k-records.

The process of pseudo-data generation uses principal component analysis of

the behavior of the records within a group. It has been shown in [8], that the

approach can be effectively used for the problem of classification. We note

that the use of pseudo-data provides an additional layer of protection, since it

is difficult to perform adversarial attacks on synthetic data. At the same time,

the aggregate behavior of the data is preserved, and this can be useful for a

variety of data mining problems.
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Since the problem of k-anonymization is essentially a search over a space

of possible multi-dimensional solutions, standard heuristic search techniques

such as genetic algorithms or simulated annealing can be effectively used.

Such a technique has been proposed in [130] in which a simulated anneal-

ing algorithm is used in order to generate k-anonymous representations of the

data. Another technique proposed in [59] uses genetic algorithms in order to

construct k-anonymous representations of the data. Both of these techniques

require high computational times, and provide no guarantees on the quality of

the solutions found.

The only known techniques which provide guarantees on the quality of

the solution are approximation algorithms [13, 14, 89], in which the solu-

tion found is guaranteed to be within a certain factor of the cost of the opti-

mal solution. An approximation algorithm for k-anonymity was proposed in

[89], and it provides an O(k · logk) optimal solution. A number of techniques

have also been proposed in [13, 14], which provide O(k)-approximations to

the optimal cost k-anonymous solutions. In [100], a large improvement was

proposed over these different methods. The technique in [100] proposes an

O(log(k))-approximation algorithm. This is significantly better than compet-

ing algorithms. Furthermore, the work in [100] also proposes a O(β · log(k))
approximation algorithm, where the parameter β can be gracefully adjusted

based on running time constraints. Thus, this approach not only provides an

approximation algorithm, but also gracefully explores the tradeoff between ac-

curacy and running time.

In many cases, associations between pseudo-identifiers and sensitive at-

tributes can be protected by using multiple views, such that the pseudo-identifiers

and sensitive attributes occur in different views of the table. Thus, only a small

subset of the selected views may be made available. It may be possible to

achieve k-anonymity because of the lossy nature of the join across the two

views. In the event that the join is not lossy enough, it may result in a viola-

tion of k-anonymity. In [140], the problem of violation of k-anonymity using

multiple views has been studied. It has been shown that the problem is NP-

hard in general. It has been shown in [140] that a polynomial time algorithm

is possible if functional dependencies exist between the different views.

An interesting analysis of the safety of k-anonymization methods has been

discussed in [73]. It tries to model the effectiveness of a k-anonymous rep-

resentation, given that the attacker has some prior knowledge about the data

such as a sample of the original data. Clearly, the more similar the sample data

is to the true data, the greater the risk. The technique in [73] uses this fact to

construct a model in which it calculates the expected number of items identi-

fied. This kind of technique can be useful in situations where it is desirable

to determine whether or not anonymization should be used as the technique of

choice for a particular situation.
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3.2 Personalized Privacy-Preservation

Not all individuals or entities are equally concerned about their privacy. For

example, a corporation may have very different constraints on the privacy of its

records as compared to an individual. This leads to the natural problem that we

may wish to treat the records in a given data set very differently for anonymiza-

tion purposes. From a technical point of view, this means that the value of k
for anonymization is not fixed but may vary with the record. A condensation-

based approach [9] has been proposed for privacy-preserving data mining in

the presence of variable constraints on the privacy of the data records. This

technique constructs groups of non-homogeneous size from the data, such that

it is guaranteed that each record lies in a group whose size is at least equal to

its anonymity level. Subsequently, pseudo-data is generated from each group

so as to create a synthetic data set with the same aggregate distribution as the

original data.

Another interesting model of personalized anonymity is discussed in [132]

in which a person can specify the level of privacy for his or her sensitive values.

This technique assumes that an individual can specify a node of the domain

generalization hierarchy in order to decide the level of anonymity that he can

work with. This approach has the advantage that it allows for direct protection

of the sensitive values of individuals than a vanilla k-anonymity method which

is susceptible to different kinds of attacks.

3.3 Utility Based Privacy Preservation

The process of privacy-preservation leads to loss of information for data

mining purposes. This loss of information can also be considered a loss of

utility for data mining purposes. Since some negative results [7] on the curse

of dimensionality suggest that a lot of attributes may need to be suppressed

in order to preserve anonymity, it is extremely important to do this carefully

in order to preserve utility. We note that many anonymization methods [18,

50, 83, 126] use cost measures in order to measure the information loss from

the anonymization process. examples of such utility measures include gener-

alization height [18], size of anonymized group [83], discernability measures

of attribute values [18], and privacy information loss ratio[126]. In addition,

a number of metrics such as the classification metric [59] explicitly try to per-

form the privacy-preservation in such a way so as to tailor the results with use

for specific applications such as classification.

The problem of utility-based privacy-preserving data mining was first stud-

ied formally in [69]. The broad idea in [69] is to ameliorate the curse of dimen-

sionality by separately publishing marginal tables containing attributes which

have utility, but are also problematic for privacy-preservation purposes. The

generalizations performed on the marginal tables and the original tables in fact
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do not need to be the same. It has been shown that this broad approach can

preserve considerable utility of the data set without violating privacy.

A method for utility-based data mining using local recoding was proposed in

[135]. The approach is based on the fact that different attributes have different

utility from an application point of view. Most anonymization methods are

global, in which a particular tuple value is mapped to the same generalized

value globally. In local recoding, the data space is partitioned into a number of

regions, and the mapping of the tuple to the generalizes value is local to that

region. Clearly, this kind of approach has greater flexibility, since it can tailor

the generalization process to a particular region of the data set. In [135], it has

been shown that this method can perform quite effectively because of its local

recoding strategy.

Another indirect approach to utility based anonymization is to make the

privacy-preservation algorithms more aware of the workload [77]. Typically,

data recipients may request only a subset of the data in many cases, and the

union of these different requested parts of the data set is referred to as the

workload. Clearly, a workload in which some records are used more frequently

than others tends to suggest a different anonymization than one which is based

on the entire data set. In [77], an effective and efficient algorithm has been

proposed for workload aware anonymization.

Another direction for utility based privacy-preserving data mining is to anonymize

the data in such a way that it remains useful for particular kinds of data mining

or database applications. In such cases, the utility measure is often affected by

the underlying application at hand. For example, in [50], a method has been

proposed for k-anonymization using an information-loss metric as the utility

measure. Such an approach is useful for the problem of classification. In [72],

a method has been proposed for anonymization, so that the accuracy of the

underlying queries is preserved.

3.4 Sequential Releases

Privacy-preserving data mining poses unique problems for dynamic appli-

cations such as data streams because in such cases, the data is released sequen-

tially. In other cases, different views of the table may be released sequentially.

Once a data block is released, it is no longer possible to go back and increase

the level of generalization. On the other hand, new releases may sharpen an

attacker’s view of the data and may make the overall data set more susceptible

to attack. For example, when different views of the data are released sequen-

tially, then one may use a join on the two releases [127] in order to sharpen the

ability to distinguish particular records in the data. A technique discussed in

[127] relies on lossy joins in order to cripple an attack based on global quasi-

identifiers. The intuition behind this approach is that if the join is lossy enough,
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it will reduce the confidence of the attacker in relating the release from previ-

ous views to the current release. Thus, the inability to link successive releases

is key in preventing further discovery of the identity of records.

While the work in [127] explores the issue of sequential releases from the

point of view of adding additional attributes, the work in [134] discusses the

same issue when records are added to or deleted from the original data. A

new generalization principle called m-invariance is proposed, which effec-

tively limits the risk of privacy-disclosure in re-publication. Another method

for handling sequential updates to the data set is discussed in [101]. The broad

idea in this approach is to progressively and consistently increase the gener-

alization granularity, so that the released data satisfies the k-anonymity re-

quirement both with respect to the current table, as well as with respect to the

previous releases.

3.5 The l-diversity Method

The k-anonymity is an attractive technique because of the simplicity of the

definition and the numerous algorithms available to perform the anonymiza-

tion. Nevertheless the technique is susceptible to many kinds of attacks espe-

cially when background knowledge is available to the attacker. Some kinds of

such attacks are as follows:

Homogeneity Attack: In this attack, all the values for a sensitive at-

tribute within a group of k records are the same. Therefore, even though

the data is k-anonymized, the value of the sensitive attribute for that

group of k records can be predicted exactly.

Background Knowledge Attack: In this attack, the adversary can use

an association between one or more quasi-identifier attributes with the

sensitive attribute in order to narrow down possible values of the sensi-

tive field further. An example given in [83] is one in which background

knowledge of low incidence of heart attacks among Japanese could be

used to narrow down information for the sensitive field of what disease

a patient might have. A detailed discussion of the effects of background

knowledge on privacy may be found in [88].

Clearly, while k-anonymity is effective in preventing identification of a record,

it may not always be effective in preventing inference of the sensitive values

of the attributes of that record. Therefore, the technique of l-diversity was

proposed which not only maintains the minimum group size of k, but also

focusses on maintaining the diversity of the sensitive attributes. Therefore, the

l-diversity model [83] for privacy is defined as follows:

Definition 2.3 Let a q∗-block be a set of tuples such that its non-sensitive

values generalize to q∗. A q∗-block is l-diverse if it contains l ”well repre-
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sented” values for the sensitive attribute S. A table is l-diverse, if every q∗-

block in it is l-diverse.

A number of different instantiations for the l-diversity definition are discussed

in [83]. We note that when there are multiple sensitive attributes, then the

l-diversity problem becomes especially challenging because of the curse of

dimensionality. Methods have been proposed in [83] for constructing l-diverse

tables from the data set, though the technique remains susceptible to the curse

of dimensionality [7]. Other methods for creating l-diverse tables are discussed

in [133], in which a simple and efficient method for constructing the l-diverse

representation is proposed.

3.6 The t-closeness Model

The t-closeness model is a further enhancement on the concept of l-diversity.

One characteristic of the l-diversity model is that it treats all values of a given

attribute in a similar way irrespective of its distribution in the data. This is

rarely the case for real data sets, since the attribute values may be very skewed.

This may make it more difficult to create feasible l-diverse representations. Of-

ten, an adversary may use background knowledge of the global distribution in

order to make inferences about sensitive values in the data. Furthermore, not

all values of an attribute are equally sensitive. For example, an attribute corre-

sponding to a disease may be more sensitive when the value is positive, rather

than when it is negative. In [79], a t-closeness model was proposed which uses

the property that the distance between the distribution of the sensitive attribute

within an anonymized group should not be different from the global distri-

bution by more than a threshold t. The Earth Mover distance metric is used

in order to quantify the distance between the two distributions. Furthermore,

the t-closeness approach tends to be more effective than many other privacy-

preserving data mining methods for the case of numeric attributes.

3.7 Models for Text, Binary and String Data

Most of the work on privacy-preserving data mining is focussed on numer-

ical or categorical data. However, specific data domains such as strings, text,

or market basket data may share specific properties with some of these general

data domains, but may be different enough to require their own set of tech-

niques for privacy-preservation. Some examples are as follows:

Text and Market Basket Data: While these can be considered a case

of text and market basket data, they are typically too high dimensional to

work effectively with standard k-anonymization techniques. However,

these kinds of data sets have the special property that they are extremely

sparse. The sparsity property implies that only a few of the attributes are
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non-zero, and most of the attributes take on zero values. In [11], tech-

niques have been proposed to construct anonymization methods which

take advantage of this sparsity. In particular sketch based methods have

been used to construct anonymized representations of the data. Varia-

tions are proposed to construct anonymizations which may be used at

data collection time.

String Data: String Data is considered challenging because of the vari-

ations in the lengths of strings across different records. Typically meth-

ods for k-anonymity are attribute specific, and therefore constructions

of anonymizations for variable length records are quite difficult. In [12],

a condensation based method has been proposed for anonymization of

string data. This technique creates clusters from the different strings, and

then generates synthetic data which has the same aggregate properties as

the individual clusters. Since each cluster contains at least k-records,

the anonymized data is guaranteed to at least satisfy the definitions of

k-anonymity.

4. Distributed Privacy-Preserving Data Mining

The key goal in most distributed methods for privacy-preserving data min-

ing is to allow computation of useful aggregate statistics over the entire data

set without compromising the privacy of the individual data sets within the dif-

ferent participants. Thus, the participants may wish to collaborate in obtaining

aggregate results, but may not fully trust each other in terms of the distribution

of their own data sets. For this purpose, the data sets may either be horizontally

partitioned or be vertically partitioned. In horizontally partitioned data sets,

the individual records are spread out across multiple entities, each of which

have the same set of attributes. In vertical partitioning, the individual entities

may have different attributes (or views) of the same set of records. Both kinds

of partitioning pose different challenges to the problem of distributed privacy-

preserving data mining.

The problem of distributed privacy-preserving data mining overlaps closely

with a field in cryptography for determining secure multi-party computations.

A broad overview of the intersection between the fields of cryptography and

privacy-preserving data mining may be found in [102]. The broad approach

to cryptographic methods tends to compute functions over inputs provided by

multiple recipients without actually sharing the inputs with one another. For

example, in a 2-party setting, Alice and Bob may have two inputs x and y
respectively, and may wish to both compute the function f(x, y) without re-

vealing x or y to each other. This problem can also be generalized across k
parties by designing the k argument function h(x1 . . . xk). Many data mining

algorithms may be viewed in the context of repetitive computations of many
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such primitive functions such as the scalar dot product, secure sum etc. In order

to compute the function f(x, y) or h(x1 . . . , xk), a protocol will have to de-

signed for exchanging information in such a way that the function is computed

without compromising privacy. We note that the robustness of the protocol

depends upon the level of trust one is willing to place on the two participants

Alice and Bob. This is because the protocol may be subjected to various kinds

of adversarial behavior:

Semi-honest Adversaries: In this case, the participants Alice and Bob

are curious and attempt to learn from the information received by them

during the protocol, but do not deviate from the protocol themselves. In

many situations, this may be considered a realistic model of adversarial

behavior.

Malicious Adversaries: In this case, Alice and Bob may vary from the

protocol, and may send sophisticated inputs to one another to learn from

the information received from each other.

A key building-block for many kinds of secure function evaluations is the 1

out of 2 oblivious-transfer protocol. This protocol was proposed in [45, 105]

and involves two parties: a sender, and a receiver. The sender’s input is a pair

(x0, x1), and the receiver’s input is a bit value σ ∈ {0, 1}. At the end of the

process, the receiver learns xσ only, and the sender learns nothing. A number

of simple solutions can be designed for this task. In one solution [45, 53], the

receiver generates two random public keys, K0 and K1, but the receiver knows

only the decryption key for Kσ. The receiver sends these keys to the sender,

who encrypts x0 with K0, x1 with K1, and sends the encrypted data back to

the receiver. At this point, the receiver can only decrypt xσ, since this is the

only input for which they have the decryption key. We note that this is a semi-

honest solution, since the intermediate steps require an assumption of trust.

For example, it is assumed that when the receiver sends two keys to the sender,

they indeed know the decryption key to only one of them. In order to deal with

the case of malicious adversaries, one must ensure that the sender chooses the

public keys according to the protocol. An efficient method for doing so is

described in [94]. In [94], generalizations of the 1 out of 2 oblivious transfer

protocol to the 1 out N case and k out of N case are described.

Since the oblivious transfer protocol is used as a building block for secure

multi-party computation, it may be repeated many times over a given function

evaluation. Therefore, the computational effectiveness of the approach is im-

portant. Efficient methods for both semi-honest and malicious adversaries are

discussed in [94]. More complex problems in this domain include the com-

putation of probabilistic functions over a number of multi-party inputs [137].

Such powerful techniques can be used in order to abstract out the primitives

from a number of computationally intensive data mining problems. Many of
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the above techniques have been described for the 2-party case, though generic

solutions also exist for the multiparty case. Some important solutions for the

multiparty case may be found in [25].

The oblivious transfer protocol can be used in order to compute several data

mining primitives related to vector distances in multi-dimensional space. A

classic problem which is often used as a primitive for many other problems is

that of computing the scalar dot-product in a distributed environment [58]. A

fairly general set of methods in this direction are described in [39]. Many of

these techniques work by sending changed or encrypted versions of the inputs

to one another in order to compute the function with the different alternative

versions followed by an oblivious transfer protocol to retrieve the correct value

of the final output. A systematic framework is described in [39] to transform

normal data mining problems to secure multi-party computation problems. The

problems discussed in [39] include those of clustering, classification, associ-

ation rule mining, data summarization, and generalization. A second set of

methods for distributed privacy-preserving data mining is discussed in [32] in

which the secure multi-party computation of a number of important data min-

ing primitives is discussed. These methods include the secure sum, the secure

set union, the secure size of set intersection and the scalar product. These tech-

niques can be used as data mining primitives for secure multi-party computa-

tion over a variety of horizontally and vertically partitioned data sets. Next, we

will discuss algorithms for secure multi-party computation over horizontally

partitioned data sets.

4.1 Distributed Algorithms over Horizontally Partitioned
Data Sets

In horizontally partitioned data sets, different sites contain different sets of

records with the same (or highly overlapping) set of attributes which are used

for mining purposes. Many of these techniques use specialized versions of

the general methods discussed in [32, 39] for various problems. The work in

[80] discusses the construction of a popular decision tree induction method

called ID3 with the use of approximations of the best splitting attributes. Sub-

sequently, a variety of classifiers have been generalized to the problem of

horizontally-partitioned privacy preserving mining including the Naive Bayes

Classifier [65], and the SVM Classifier with nonlinear kernels [141]. An ex-

treme solution for the horizontally partitioned case is discussed in [139], in

which privacy-preserving classification is performed in a fully distributed set-

ting, where each customer has private access to only their own record. A host

of other data mining applications have been generalized to the problem of hori-

zontally partitioned data sets. These include the applications of association rule

mining [64], clustering [57, 62, 63] and collaborative filtering [104]. Methods
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for cooperative statistical analysis using secure multi-party computation meth-

ods are discussed in [40, 41].

A related problem is that of information retrieval and document indexing in

a network of content providers. This problem arises in the context of multi-

ple providers which may need to cooperate with one another in sharing their

content, but may essentially be business competitors. In [17], it has been dis-

cussed how an adversary may use the output of search engines and content

providers in order to reconstruct the documents. Therefore, the level of trust

required grows with the number of content providers. A solution to this prob-

lem [17] constructs a centralized privacy-preserving index in conjunction with

a distributed access control mechanism. The privacy-preserving index main-

tains strong privacy guarantees even in the face of colluding adversaries, and

even if the entire index is made public.

4.2 Distributed Algorithms over Vertically Partitioned
Data

For the vertically partitioned case, many primitive operations such as com-

puting the scalar product or the secure set size intersection can be useful in

computing the results of data mining algorithms. For example, the methods in

[58] discuss how to use to scalar dot product computation for frequent itemset

counting. The process of counting can also be achieved by using the secure

size of set intersection as described in [32]. Another method for association

rule mining discussed in [119] uses the secure scalar product over the vertical

bit representation of itemset inclusion in transactions, in order to compute the

frequency of the corresponding itemsets. This key step is applied repeatedly

within the framework of a roll up procedure of itemset counting. It has been

shown in [119] that this approach is quite effective in practice.

The approach of vertically partitioned mining has been extended to a variety

of data mining applications such as decision trees [122], SVM Classification

[142], Naive Bayes Classifier [121], and k-means clustering [120]. A num-

ber of theoretical results on the ability to learn different kinds of functions in

vertically partitioned databases with the use of cryptographic approaches are

discussed in [42].

4.3 Distributed Algorithms for k-Anonymity

In many cases, it is important to maintain k-anonymity across different dis-

tributed parties. In [60], a k-anonymous protocol for data which is vertically

partitioned across two parties is described. The broad idea is for the two parties

to agree on the quasi-identifier to generalize to the same value before release.

A similar approach is discussed in [128], in which the two parties agree on

how the generalization is to be performed before release.
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In [144], an approach has been discussed for the case of horizontally parti-

tioned data. The work in [144] discusses an extreme case in which each site

is a customer which owns exactly one tuple from the data. It is assumed that

the data record has both sensitive attributes and quasi-identifier attributes. The

solution uses encryption on the sensitive attributes. The sensitive values can be

decrypted only if therefore are at least k records with the same values on the

quasi-identifiers. Thus, k-anonymity is maintained.

The issue of k-anonymity is also important in the context of hiding identi-

fication in the context of distributed location based services [20, 52]. In this

case, k-anonymity of the user-identity is maintained even when the location

information is released. Such location information is often released when a

user may send a message at any point from a given location.

A similar issue arises in the context of communication protocols in which

the anonymity of senders (or receivers) may need to be protected. A message is

said to be sender k-anonymous, if it is guaranteed that an attacker can at most

narrow down the identity of the sender to k individuals. Similarly, a message

is said to be receiver k-anonymous, if it is guaranteed that an attacker can at

most narrow down the identity of the receiver to k individuals. A number of

such techniques have been discussed in [56, 135, 138].

5. Privacy-Preservation of Application Results

In many cases, the output of applications can be used by an adversary in or-

der to make significant inferences about the behavior of the underlying data. In

this section, we will discuss a number of miscellaneous methods for privacy-

preserving data mining which tend to preserve the privacy of the end results of

applications such as association rule mining and query processing. This prob-

lem is related to that of disclosure control [1] in statistical databases, though

advances in data mining methods provide increasingly sophisticated methods

for adversaries to make inferences about the behavior of the underlying data. In

cases, where the commercial data needs to be shared, the association rules may

represent sensitive information for target-marketing purposes, which needs to

be protected from inference.

In this section, we will discuss the issue of disclosure control for a number

of applications such as association rule mining, classification, and query pro-

cessing. The key goal here is to prevent adversaries from making inferences

from the end results of data mining and management applications. A broad dis-

cussion of the security and privacy implications of data mining are presented

in [33]. We will discuss each of the applications below:
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5.1 Association Rule Hiding

Recent years have seen tremendous advances in the ability to perform as-

sociation rule mining effectively. Such rules often encode important target

marketing information about a business. Some of the earliest work on the

challenges of association rule mining for database security may be found in

[16]. Two broad approaches are used for association rule hiding:

Distortion: In distortion [99], the entry for a given transaction is mod-

ified to a different value. Since, we are typically dealing with binary

transactional data sets, the entry value is flipped.

Blocking: In blocking [108], the entry is not modified, but is left in-

complete. Thus, unknown entry values are used to prevent discovery of

association rules.

We note that both the distortion and blocking processes have a number of side

effects on the non-sensitive rules in the data. Some of the non-sensitive rules

may be lost along with sensitive rules, and new ghost rules may be created

because of the distortion or blocking process. Such side effects are undesirable

since they reduce the utility of the data for mining purposes.

A formal proof of the NP-hardness of the distortion method for hiding as-

sociation rule mining may be found in [16]. In [16], techniques are proposed

for changing some of the 1-values to 0-values so that the support of the corre-

sponding sensitive rules is appropriately lowered. The utility of the approach

was defined by the number of non-sensitive rules whose support was also low-

ered by using such an approach. This approach was extended in [34] in which

both support and confidence of the appropriate rules could be lowered. In this

case, 0-values in the transactional database could also change to 1-values. In

many cases, this resulted in spurious association rules (or ghost rules) which

was an undesirable side effect of the process. A complete description of the

various methods for data distortion for association rule hiding may be found in

[124]. Another interesting piece of work which balances privacy and disclo-

sure concerns of sanitized rules may be found in [99].

The broad idea of blocking was proposed in [23]. The attractiveness of the

blocking approach is that it maintains the truthfulness of the underlying data,

since it replaces a value with an unknown (often represented by ’?’) rather than

a false value. Some interesting algorithms for using blocking for association

rule hiding are presented in [109]. The work has been further extended in

[108] with a discussion of the effectiveness of reconstructing the hidden rules.

Another interesting set of techniques for association rule hiding with limited

side effects is discussed in [131]. The objective of this method is to reduce the

loss of non-sensitive rules, or the creation of ghost rules during the rule hiding

process.
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In [6], it has been discussed how blocking techniques for hiding association

rules can be used to prevent discovery of sensitive entries in the data set by

an adversary. In this case, certain entries in the data are classified as sensitive,

and only rules which disclose such entries are hidden. An efficient depth-first

association mining algorithm is proposed for this task [6]. It has been shown

that the methods can effectively reduce the disclosure of sensitive entries with

the use of such a hiding process.

5.2 Downgrading Classifier Effectiveness

An important privacy-sensitive application is that of classification, in which

the results of a classification application may be sensitive information for the

owner of a data set. Therefore the issue is to modify the data in such a way

that the accuracy of the classification process is reduced, while retaining the

utility of the data for other kinds of applications. A number of techniques have

been discussed in [24, 92] in reducing the classifier effectiveness in context of

classification rule and decision tree applications. The notion of parsimonious

downgrading is proposed [24] in the context of blocking out inference channels

for classification purposes while mining the effect to the overall utility. A

system called Rational Downgrader [92] was designed with the use of these

principles.

The methods for association rule hiding can also be generalized to rule based

classifiers. This is because rule based classifiers often use association rule

mining methods as subroutines, so that the rules with the class labels in their

consequent are used for classification purposes. For a classifier downgrading

approach, such rules are sensitive rules, whereas all other rules (with non-class

attributes in the consequent) are non-sensitive rules. An example of a method

for rule based classifier downgradation is discussed in [95] in which it has been

shown how to effectively hide classification rules for a data set.

5.3 Query Auditing and Inference Control

Many sensitive databases are not available for public access, but may have

a public interface through which aggregate querying is allowed. This leads

to the natural danger that a smart adversary may pose a sequence of queries

through which he or she may infer sensitive facts about the data. The nature

of this inference may correspond to full disclosure, in which an adversary may

determine the exact values of the data attributes. A second notion is that of

partial disclosure in which the adversary may be able to narrow down the

values to a range, but may not be able to guess the exact value. Most work on

query auditing generally concentrates on the full disclosure setting.

Two broad approaches are designed in order to reduce the likelihood of sen-

sitive data discovery:
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Query Auditing: In query auditing, we deny one or more queries from

a sequence of queries. The queries to be denied are chosen such that the

sensitivity of the underlying data is preserved. Some examples of query

auditing methods include [37, 68, 93, 106].

Query Inference Control: In this case, we perturb the underlying data

or the query result itself. The perturbation is engineered in such a way,

so as to preserve the privacy of the underlying data. Examples of meth-

ods which use perturbation of the underlying data include [3, 26, 90].

Examples of methods which perturb the query result include [22, 36,

42–44].

An overview of classical methods for query auding may be found in [1]. The

query auditing problem has an online version, in which we do not know the se-

quence of queries in advance, and an offline version, in which we do know this

sequence in advance. Clearly, the offline version is open to better optimization

from an auditing point of view.

The problem of query auditing was first studied in [37, 106]. This approach

works for the online version of the query auditing problem. In these works, the

sum query is studied, and privacy is protected by using restrictions on sizes and

pairwise overlaps of the allowable queries. Let us assume that the query size

is restricted to be at most k, and the number of common elements in pairwise

query sets is at most m. Then, if q be the number of elements that the attacker

already knows from background knowledge, it was shown that [37, 106] that

the maximum number of queries allowed is (2 · k − (q + 1))/m. We note

that if N be the total number of data elements, the above expression is always

bounded above by 2 · N . If for some constant c, we choose k = N/c and

m = 1, the approach can only support a constant number of queries, after

which all queries would have to be denied by the auditor. Clearly, this is un-

desirable from an application point of view. Therefore, a considerable amount

of research has been devoted to increasing the number of queries which can be

answered by the auditor without compromising privacy.

In [67], the problem of sum auditing on sub-cubes of the data cube are

studied, where a query expression is constructed using a string of 0, 1, and *.

The elements to be summed up are determined by using matches to the query

string pattern. In [71], the problem of auditing a database of boolean values

is studied for the case of sum and max queries. In [21], and approach for

query auditing is discussed which is actually a combination of the approach of

denying some queries and modifying queries in order to achieve privacy.

In [68], the authors show that denials to queries depending upon the answer

to the current query can leak information. The authors introduce the notion of

simulatable auditing for auditing sum and max queries. In [93], the authors

devise methods for auditing max queries and bags of max and min queries
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under the partial and full disclosure settings. The authors also examine the

notion of utility in the context of auditing, and obtain results for sum queries

in the full disclosure setting.

A number of techniques have also been proposed for the offline version

of the auditing problem. In [29], a number of variations of the offline audit-

ing problem have been studied. In the offline auditing problem, we are given

a sequence of queries which have been truthfully answered, and we need to

determine if privacy has been breached. In [29], effective algorithms were pro-

posed for the sum, max, and max and min versions of the problems. On the

other hand, the sum and max version of the problem was shown to be NP-hard.

In [4], an offline auditing framework was proposed for determining whether a

database adheres to its disclosure properties. The key idea is to create an audit

expression which specifies sensitive table entries.

A number of techniques have also been proposed for sanitizing or randomiz-

ing the data for query auditing purposes. These are fairly general models of pri-

vacy, since they preserve the privacy of the data even when the entire database

is available. The standard methods for perturbation [2, 5] or k-anonymity [110]

can always be used, and it is always guaranteed that an adversary may not de-

rive anything more from the queries than they can from the base data. Thus,

since a k-anonymity model guarantees a certain level of privacy even when the

entire database is made available, it will continue to do so under any sequence

of queries. In [26], a number of interesting methods are discussed for measur-

ing the effectiveness of sanitization schemes in terms of balancing privacy and

utility.

Instead of sanitizing the base data, it is possible to use summary constructs

on the data, and respond to queries using only the information encoded in

the summary constructs. Such an approach preserves privacy, as long as the

summary constructs do not reveal sensitive information about the underlying

records. A histogram based approach to data sanitization has been discussed

in [26, 27]. In this technique the data is recursively partitioned into multi-

dimensional cells. The final output is the exact description of the cuts along

with the population of each cell. Clearly, this kind of description can be used

for approximate query answering with the use of standard histogram query pro-

cessing methods. In [55], a method has been proposed for privacy-preserving

indexing of multi-dimensional data by using bucketizing of the underlying at-

tribute values in conjunction with encryption of identification keys. We note

that a choice of larger bucket sizes provides greater privacy but less accuracy.

Similarly, optimizing the bucket sizes for accuracy can lead to reductions in

privacy. This tradeoff has been studied in [55], and it has been shown that rea-

sonable query precision can be maintained at the expense of partial disclosure.

In the class of methods which use summarization structures for inference

control, an interesting method was proposed by Mishra and Sandler in [90],
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which uses pseudo-random sketches for privacy-preservation. In this technique

sketches are constructed from the data, and the sketch representations are used

to respond to user queries. In [90], it has been shown that the scheme preserves

privacy effectively, while continuing to be useful from a utility point of view.

Finally, an important class of query inference control methods changes the

results of queries in order to preserve privacy. A classical method for aggre-

gate queries such as the sum or relative frequency is that of random sampling

[35]. In this technique, a random sample of the data is used to compute such

aggregate functions. The random sampling approach makes it impossible for

the questioner to precisely control the formation of query sets. The advantage

of using a random sample is that the results of large queries are quite robust

(in terms of relative error), but the privacy of individual records are preserved

because of high absolute error.

Another method for query inference control is by adding noise to the results

of queries. Clearly, the noise should be sufficient that an adversary cannot use

small changes in the query arguments in order to infer facts about the base

data. In [44], an interesting technique has been presented in which the re-

sult of a query is perturbed by an amount which depends upon the underlying

sensitivity of the query function. This sensitivity of the query function is de-

fined approximately by the change in the response to the query by changing

one argument to the function. An important theoretical result [22, 36, 42, 43]

shows that a surprisingly small amount of noise needs to be added to the result

of a query, provided that the number of queries is sublinear in the number of

database rows. With increasing sizes of databases today, this result provides

fairly strong guarantees on privacy. Such queries together with their slightly

noisy responses are referred to as the SuLQ primitive.

6. Limitations of Privacy: The Curse of Dimensionality

Many privacy-preserving data-mining methods are inherently limited by the

curse of dimensionality in the presence of public information. For example,

the technique in [7] analyzes the k-anonymity method in the presence of in-

creasing dimensionality. The curse of dimensionality becomes especially im-

portant when adversaries may have considerable background information, as

a result of which the boundary between pseudo-identifiers and sensitive at-

tributes may become blurred. This is generally true, since adversaries may be

familiar with the subject of interest and may have greater information about

them than what is publicly available. This is also the motivation for techniques

such as l-diversity [83] in which background knowledge can be used to make

further privacy attacks. The work in [7] concludes that in order to maintain

privacy, a large number of the attributes may need to be suppressed. Thus,

the data loses its utility for the purpose of data mining algorithms. The broad
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intuition behind the result in [7] is that when attributes are generalized into

wide ranges, the combination of a large number of generalized attributes is so

sparsely populated, that even two anonymity becomes increasingly unlikely.

While the method of l-diversity has not been formally analyzed, some obser-

vations made in [83] seem to suggest that the method becomes increasingly

infeasible to implement effectively with increasing dimensionality.

The method of randomization has also been analyzed in [10]. This pa-

per makes a first analysis of the ability to re-identify data records with the

use of maximum likelihood estimates. Consider a d-dimensional record X =
(x1 . . . xd), which is perturbed to Z = (z1 . . . zd). For a given public record

W = (w1 . . . wd), we would like to find the probability that it could have been

perturbed to Z using the perturbing distribution fY (y). If this were true, then

the set of values given by (Z−W ) = (z1−w1 . . . zd−wd) should be all drawn

from the distribution fY (y). The corresponding log-likelihood fit is given by

−
∑d

i=1 log(fy(zi − wi)). The higher the log-likelihood fit, the greater the

probability that the record W corresponds to X. In order to achieve greater

anonymity, we would like the perturbations to be large enough, so that some

of the spurious records in the data have greater log-likelihood fit to Z than the

true record X. It has been shown in [10], that this probability reduces rapidly

with increasing dimensionality for different kinds of perturbing distributions.

Thus, the randomization technique also seems to be susceptible to the curse of

high dimensionality.

We note that the problem of high dimensionality seems to be a fundamental

one for privacy preservation, and it is unlikely that more effective methods can

be found in order to preserve privacy when background information about a

large number of features is available to even a subset of selected individuals.

Indirect examples of such violations occur with the use of trail identifications

[84, 85], where information from multiple sources can be compiled to create a

high dimensional feature representation which violates privacy.

7. Applications of Privacy-Preserving Data Mining

The problem of privacy-preserving data mining has numerous applications

in homeland security, medical database mining, and customer transaction anal-

ysis. Some of these applications such as those involving bio-terrorism and

medical database mining may intersect in scope. In this section, we will discuss

a number of different applications of privacy-preserving data mining methods.

7.1 Medical Databases: The Scrub and Datafly Systems

The scrub system [118] was designed for de-identification of clinical notes

and letters which typically occurs in the form of textual data. Clinical notes

and letters are typically in the form of text which contain references to pa-
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tients, family members, addresses, phone numbers or providers. Traditional

techniques simply use a global search and replace procedure in order to pro-

vide privacy. However clinical notes often contain cryptic references in the

form of abbreviations which may only be understood either by other providers

or members of the same institution. Therefore traditional methods can identify

no more than 30-60% of the identifying information in the data [118]. The

Scrub system uses numerous detection algorithms which compete in parallel

to determine when a block of text corresponds to a name, address or a phone

number. The Scrub System uses local knowledge sources which compete with

one another based on the certainty of their findings. It has been shown in [118]

that such a system is able to remove more than 99% of the identifying infor-

mation from the data.

The Datafly System [117] was one of the earliest practical applications of

privacy-preserving transformations. This system was designed to prevent iden-

tification of the subjects of medical records which may be stored in multi-

dimensional format. The multi-dimensional information may include directly

identifying information such as the social security number, or indirectly iden-

tifying information such as age, sex or zip-code. The system was designed in

response to the concern that the process of removing only directly identifying

attributes such as social security numbers was not sufficient to guarantee pri-

vacy. While the work has a similar motive as the k-anonymity approach of

preventing record identification, it does not formally use a k-anonymity model

in order to prevent identification through linkage attacks. The approach works

by setting a minimum bin size for each field. The anonymity level is defined in

Datafly with respect to this bin size. The values in the records are thus gener-

alized to the ambiguity level of a bin size as opposed to exact values. Directly,

identifying attributes such as the social-security-number, name, or zip-code

are removed from the data. Furthermore, outlier values are suppressed from

the data in order to prevent identification. Typically, the user of Datafly will

set the anonymity level depending upon the profile of the data recipient in

question. The overall anonymity level is defined between 0 and 1, which de-

fines the minimum bin size for each field. An anonymity level of 0 results in

Datafly providing the original data, whereas an anonymity level of 1 results in

the maximum level of generalization of the underlying data. Thus, these two

values provide two extreme values of trust and distrust. We note that these

values are set depending upon the recipient of the data. When the records are

released to the public, it is desirable to set of higher level of anonymity in or-

der to ensure the maximum amount of protection. The generalizations in the

datafly system are typically done independently at the individual attribute level,

since the bins are defined independently for different attributes. The Datafly

system is one of the earliest systems for anonymization, and is quite simple in

its approach to anonymization. A lot of work in the anonymity field has been
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done since the creation of the Datafly system, and there is considerable scope

for enhancement of the Datafly system with the use of these models.

7.2 Bioterrorism Applications

In typical bioterrorism applications, we would like to analyze medical data

for privacy-preserving data mining purposes. Often a biological agent such

as anthrax produces symptoms which are similar to other common respiratory

diseases such as the cough, cold and the flu. In the absence of prior knowledge

of such an attack, health care providers may diagnose a patient affected by an

anthrax attack of have symptoms from one of the more common respiratory

diseases. The key is to quickly identify a true anthrax attack from a normal

outbreak of a common respiratory disease, In many cases, an unusual number

of such cases in a given locality may indicate a bio-terrorism attack. Therefore,

in order to identify such attacks it is necessary to track incidences of these

common diseases as well. Therefore, the corresponding data would need to be

reported to public health agencies. However, the common respiratory diseases

are not reportable diseases by law. The solution proposed in [114] is that of

“selective revelation” which initially allows only limited access to the data.

However, in the event of suspicious activity, it allows a “drill-down” into the

underlying data. This provides more identifiable information in accordance

with public health law.

7.3 Homeland Security Applications

A number of applications for homeland security are inherently intrusive be-

cause of the very nature of surveillance. In [113], a broad overview is provided

on how privacy-preserving techniques may be used in order to deploy these

applications effectively without violating user privacy. Some examples of such

applications are as follows:

Credential Validation Problem: In this problem, we are trying to match

the subject of the credential to the person presenting the credential. For

example, the theft of social security numbers presents a serious threat

to homeland security. In the credential validation approach [113], an at-

tempt is made to exploit the semantics associated with the social security

number to determine whether the person presenting the SSN credential

truly owns it.

Identity Theft: A related technology [115] is to use a more active ap-

proach to avoid identity theft. The identity angel system [115], crawls

through cyberspace, and determines people who are at risk from identity

theft. This information can be used to notify appropriate parties. We
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note that both the above approaches to prevention of identity theft are

relatively non-invasive and therefore do not violate privacy.

Web Camera Surveillance: One possible method for surveillance is

with the use of publicly available webcams [113, 116], which can be

used to detect unusual activity. We note that this is a much more invasive

approach than the previously discussed techniques because of person-

specific information being captured in the webcams. The approach can

be made more privacy-sensitive by extracting only facial count informa-

tion from the images and using these in order to detect unusual activity.

It has been hypothesized in [116] that unusual activity can be detected

only in terms of facial count rather than using more specific informa-

tion about particular individuals. In effect, this kind of approach uses

a domain-specific downgrading of the information available in the web-

cams in order to make the approach privacy-sensitive.

Video-Surveillance: In the context of sharing video-surveillance data,

a major threat is the use of facial recognition software, which can match

the facial images in videos to the facial images in a driver license database.

While a straightforward solution is to completely black out each face,

the result is of limited new, since all facial information has been wiped

out. A more balanced approach [96] is to use selective downgrading of

the facial information, so that it scientifically limits the ability of facial

recognition software to reliably identify faces, while maintaining facial

details in images. The algorithm is referred to as k-Same, and the key

is to identify faces which are somewhat similar, and then construct new

faces which construct combinations of features from these similar faces.

Thus, the identity of the underlying individual is anonymized to a certain

extent, but the video continues to remain useful. Thus, this approach has

the flavor of a k-anonymity approach, except that it creates new synthe-

sized data for the application at hand.

The Watch List Problem: The motivation behind this problem [113] is

that the government typically has a list of known terrorists or suspected

entities which it wishes to track from the population. The aim is to view

transactional data such as store purchases, hospital admissions, airplane

manifests, hotel registrations or school attendance records in order to

identify or track these entities. This is a difficult problem because the

transactional data is private, and the privacy of subjects who do not ap-

pear in the watch list need to be protected. Therefore, the transactional

behavior of non-suspicious subjects may not be identified or revealed.

Furthermore, the problem is even more difficult if we assume that the

watch list cannot be revealed to the data holders. The second assump-

tion is a result of the fact that members on the watch list may only be
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suspected entities and should have some level of protection from iden-

tification as suspected terrorists to the general public. The watch list

problem is currently an open problem [113].

7.4 Genomic Privacy

Recent years have seen tremendous advances in the science of DNA se-

quencing and forensic analysis with the use of DNA. As result, the databases

of collected DNA are growing very fast in the both the medical and law en-

forcement communities. DNA data is considered extremely sensitive, since it

contains almost uniquely identifying information about an individual.

As in the case of multi-dimensional data, simple removal of directly iden-

tifying data such as social security number is not sufficient to prevent re-

identification. In [86], it has been shown that a software called CleanGene

can determine the identifiability of DNA entries independent of any other de-

mographic or other identifiable information. The software relies on publicly

available medical data and knowledge of particular diseases in order to assign

identifications to DNA entries. It was shown in [86] that 98-100% of the in-

dividuals are identifiable using this approach. The identification is done by

taking the DNA sequence of an individual and then constructing a genetic pro-

file corresponding to the sex, genetic diseases, the location where the DNA was

collected etc. This genetic profile has been shown in [86] to be quite effective

in identifying the individual to a much smaller group. One way to protect the

anonymity of such sequences is with the use of generalization lattices [87]

which are constructed in such a way that an entry in the modified database

cannot be distinguished from at least (k − 1) other entities. Another approach

discussed in [11] constructs synthetic data which preserves the aggregate char-

acteristics of the original data, but preserves the privacy of the original records.

Another method for compromising the privacy of genomic data is that of trail

re-identification, in which the uniqueness of patient visit patterns [84, 85] is

exploited in order to make identifications. The premise of this work is that

patients often visit and leave behind genomic data at various distributed loca-

tions and hospitals. The hospitals usually separate out the clinical data from

the genomic data and make the genomic data available for research purposes.

While the data is seemingly anonymous, the visit location pattern of the pa-

tients is encoded in the site from which the data is released. It has been shown

in [84, 85] that this information may be combined with publicly available data

in order to perform unique re-identifications. Some broad ideas for protecting

the privacy in such scenarios are discussed in [85].
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8. Summary

In this paper, we presented a survey of the broad areas of privacy-preserving

data mining and the underlying algorithms. We discussed a variety of data

modification techniques such as randomization and k-anonymity based tech-

niques. We discussed methods for distributed privacy-preserving mining, and

the methods for handling horizontally and vertically partitioned data. We dis-

cussed the issue of downgrading the effectiveness of data mining and data man-

agement applications such as association rule mining, classification, and query

processing. We discussed some fundamental limitations of the problem of

privacy-preservation in the presence of increased amounts of public informa-

tion and background knowledge. Finally, we discussed a number of diverse

application domains for which privacy-preserving data mining methods are

useful.
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