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ABSTRACT 

The recognltIon of zip codes in a postal address can utilize many sources of external 

information. City and state names are obvious examples that can be used in conjunction with 
a city-state-zip directory to provide evidence about digits in a zip code. This paper describes an 

extension of this methodology that uses information about legal street names and sUffixes to 

constrain the digits in a zip code. The design of such a technique is presented and some prelim­
inary experiments with the ZIP+4 database are discussed. A method for extracting useful 

information from an address is discussed that does not require complete recognition of all the 

characters in words. Rather, a feature description is computed and used to retrieve a set of zip 
codes from a dictionary that correspond to words with the same description. A statistical 

simulation explores the effect of several alternative feature sets. It is shown that even a rela­

tively simple description of two words in the street line of an address can significantly reduce 

the number of zip codes that could appear on a piece of mail. 
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1. Introduction 

Reading the zip code within the destination address area of a mailpiece is of central 

importance in automated mail sorting. The problem is not always amenable to straightfor­

ward alphanumeric character recognition - particularly when the address is handwritten, or 

composed of unconventional fonts, or the print is of poor quality, etc. Fortunately, the zip 

code in a destination address does not usually occur in isolation. It occurs in the context of a 

city name, a state, a street address, the name of a destination, and perhaps an attention line. 

Also, there is usuaUy a return address and sometimes advertising material on many mailpieces. 

All this information has some potential to contribute to recognition accuracy. The most obvi­

ous use of such external information is for the city and state to confirm a five digit zip code. 

State information constrains the first digit whereas city information constrains the second and 

possibly the third digits. Thus if the city and state information is known, the number of 

alternatives is reduced for zip code recognition. There exist multi-line reading eqUipment 

today that are capable of using city and state information as well as street information in 
determining a nine-digit zip code. 

Besides the information in the city/state/zip line (or lines), there is a wealth of informa­

tion in the street line that could be utilized. Figure 1 illustrates several sources of external 

information that could be used to constrain the digits in a zip code. For example, if mail for a 

particular city is being sorted, recognizing the pre-directional code as N might limit the zip 

code to one that occurs north of some known boundary. A better use of external information 

would be to recognize the post-directional code (e.g., ~-W, NE, etc.) when sorting mail for cities 

that use such codes (e.g., Washington, D.C.). This could dramatically reduce the number of zip 

codes that could match a mail piece. Recognizing the street name or the organization would 

have a similar effect. If combined with a suitably arranged dictionary, this would in many 

instances specify the zip code. 

Figure 1. Template for the face of a mailpiece. 
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This paper concentrates on a technique of using external information to constrain the 

digits in a five-digit zip code. Usually, an accurate recognition of all the characters in a word, 

such as the city name, is required to use external information. There is usually little tolerance 

for broken, touching, or smeared characters. Although this insures an accurate recognition pro­

cedure, it does not utilize all the information that is present in an address. Instead, a technique 

is desired that is robust in the presence of noise and can extract some useful information from 

textual portions of a destination address. Such a technique should be able to constrain the 
digits of a postal code even if it cannot fully recognize the text. 

It is proposed that a technique i?e J.lsed that computes a noise-tolerant feature description 

of a specific word or words in an address. This feature description is then used to access a dic­

tionary and return a number of zip codes that correspond to words with that feature descrip­

tion. This either produces a unique identification of the zip code, or, by constraining the digits 

of the zip code, provides information that could be used to advantage in recognition. This 

methodology has the advantage that it does not require an exact recognition of all the charac­

ters in the words it examines. Only some features have to be calculated and these features 

may provide only a gross description of the word. However, such a feature description may 

provide useful information even though it is tolerant to noise and easy to compute. 

The remainder of this paper examines this methodology for using external information to 

constrain the digits in a zip cooe. The technique is defined precisely and a detailed example of 

its operation is given. Several statistics are then defined that project its performance in a mail 

sorting environment. These statistics are then used to simulate the performance of this metho­

dology for a city with twenty six unique five-digit zip codes. The performance of this simula­

tion is discussed and future improvements are mentioned. 

2. Method for Constraint Generation 

A method is presented for constraining the digits in a zip code. The digital images of iso­

lated words in an address are input. It is assumed that the words come from known categories 

such as the first words in a street name. A feature description of an input word serves as an 

index into a dictionary that returns one or more zip codes associated with the input word. 

This set of zip codes is referred to as the neighborhood of the words with that feature descrip­

tion. The objective of this procedure is to find as small a neighborhood as possible. Ideally, a 

simple feature extraction routine could be used to find a neighborhood that contains a single 

zip code. 

An example of this procedure is presented in Figure 2. Figure 2(a) shows the twenty six 

five-digit zip codes that could appear on a piece of mail with the city and state names of 

"Wilmington, Delaware" on it. Thus the city and state information constrain the number of 

possibilities to twenty six from a theoretical maximum of 100,000 or the practical maximum 

of about 41,000 Cabout this many zip codes are in use). The map in Figure 3 shows the geo~ 

graphic distribution of ten of the twenty six codes. The remaining sixteen are assigned to 

unique businesses or to Post Office boxes. Under the assumption that a mail stream is being 

sorted for the city of Wilmington, it is not possible to route a piece of mail to its correct five­

digit zip code without reading information in some area of the address besides the 

city/statelzip line. One possibility is to use the number of characters as a feature description 

for the second word in the line abOve the city Istate/zip line. Under the assumption that this 

word is either a pre-directional code (N,S,E,W,NW,NE,SW,SE)or the first word in a street name, 

a suitably organized dictionary could be used to determine the zip codes associated with all the 
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Figure 2. Example of constraining zip codes using feature descriptions: (a) the five-digit 
zip codes for Wilmington, Delaware, (b) an example address, (c) the dictionary for one feature: 

length of the first word in the street name. (d) an alternate dictionary that uses the length of 

the first word and the length of the street suffix as its features. 
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Figure 3. Zip code map of Wilmington, Delaware. 

words having that feature description. Such a dictionary structure is shown in Figure 2(c). 

The dictionary is indexed by the number of characters in a word. The neighborhoods of zip 

codes are shown and the size of each neighborhood (ns) is indicated. Using this dictionary, the 

example address in Figure 2(b), and the assumption that the number of characters in the first 

word of the street address, Van, is correctly determined, the number of zip codes that could 

match the address is reduced from twenty six (Figure 2(a)) to nineteen. 

, 
An improvelI!~nt of the procedure presented in this example uses a feature description of 

more than one word to index· into the dictionary. An example of a dictionary for this 
<.:: _ modification is shown in Figure 2ed). The dictionary is indexed by the number of characters 

~ the second and last words in the line above the city/state/zip line. It is assumed that this is 

the street address line. The words in question are assumed to be the first word of the street 
name and the street suffix (Street, A venue, Lane, Boulevard, etc.), or, if it exists, the })OOt­

directional code (N, S, NW, etc.). The example of Figure 2 shows that if the number of charac­

ters in Van and Street can be correctly computed and if these words are the first word of a 

street name and the street suffix, then the number of five-digit zip codes that could be in the 

address is reduced to nine. This is a significant improvement over the nineteen zip codes that 
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could be present if just the first word in the street name was considered. 

3. Measures of Performance 

There are several statistical measures of performance for this methodology. They all 

focus on the number of zip codes associated with an address. However, the statistics are 

differentiated by the characteristic they measure. Each statistic gives an idea of how a 

different aspect of the approach will perform in practice. The Average Neighborhood Size 

(ANS) is one such statistic. It is defined as: 
N

J 
1 

ANS = N -'I:nsi 

. f i=1 

where N f is the number of different feature descriptions present in the dictionary, and nSi is 
the size of the ith neighborhood. That is, the number of different zip codes associated with the 

ith feature description. In the example of Figure 2(e), N f = ~4 and ANS = 9.5. 

ANS is a static measure of performance. It gives the expected number of zip codes in a 
partition of the dictionary. It is best if this statistic is as close to 1.0 as possible. Then the 

expected number of zip codes associated with any feature description will be low enough to 
provide nearly perfect recognition. No other features would have to be calculated. However, a 

disadvantage of this statistic is that it does not measure any dynamic characteristics of the 

approach. It is possible that even though a low value of A1'1S is obtained, there could exist a 

small number of large neighborhoods. If there are many pieces of mail that contain words 

with the feature description corresponding to that neighborhood, then there will be many cases 
where the number of zip codes matched to a mailpiece is much larger than that indicated by 

ANS. Therefore, a statistic is needed that reflects such dynamic characteristics of the pro­

cedure. 

The Average Neighborhood Size per Text word (ANSt ) is such a statistic. It is defined as: 
N

J 

~nsi*ni 

ANSt 

Nt 
N

J 

where ni is the frequency of the ith feature description in the source text and Nt = 'I:ni . 

i=l 

ANSt provides a way of incorporating information about the frequency of words in a mail 

stream into a model of performance for the technique presented here. ANSt provides a 
'dynamic measure of performance that indicates the expected number of zip codes associated 
with a piece of mail in a modeled mail stream. . 

Another statistic (%uniq) provides the percentage of words in the source text with a 

feature description that uniquely specifies a zip code: 

Nuniq 
%uniq = 100 * -­

Nt 

where N uniq is the number of words in the text that uniquely specify a zip code. 
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The three statistics presented here measure the performance of the proposed method of 
constraining zip codes. A similar analysis \vas used in another environment [1,21 ANS is a 

static measure that can be computed from a given feature description and dictionary. ,4NSz 
and %uniq require a representation for a mail stream that includes the frequency of 

occurrence of the target words and the zip codes associated with those words. In the example 

of section 2, this would be the frequency of every word that could be the first word of a 

street name as well as the frequency of every combination of the first and last words. 

4. Statistical Simulation 

A statistical simulation of the technique proposed in this paper for constraining the digits 

in zip codes was constructed to test the effect of several alternative feature sets. The objective 

of the simulation was to show that many different feature sets could be used to describe the 

words in an address. Each feature set has different characteristics in terms of computability 

and tolerance to noise. The feature set used in practice would . depend on these considerations 

as well as ho\,., tightly constrained the zip code should be. The computability and noise toler­

ance factors are very implementation-dependent. However, the constraint factors can be 
estimated by the statistics defined earlier. 

The database for the simulation was a subset of the ZIP+4 National Directory file for the 

State of Delaware. The ZIP+4 file contains all the information needed to assign a 9-digit zip 

code to any address in the United States [3]. This is done by storing, among other information, 

the rangt:s of numbers on every street that corresJX)nd to each 9-digit zip code. A representa­

tion for a portion of the database is shown below: 

ran e Odd/Even CO'!' :~le~e ~tr~et ~ame 9-di it zip 

101-199 0 '~ Frencb Street 19801'-2505 

100-198 E 1\ rren~ h S'reet 19801-2506 

201-299 0 I\' French Street 19801-2507 

200-298 E N French Street 19801-2508 

The complete street name can contain up to four fields (explained in section 2): pre-directional, 

street name. street suffix, and post-directional. The OddiEven field usually indicates a specific 

side of a street. 

It was desired to test the proposed methodology on a subset of the database where the 

usual strategy of using external information to constrain the digits in a zip code by examining 
the city and state name would not work. This is a subset that has the same city and state 

names. Therefore. the largest such subset in the given database was chosen. This yielded a file 

of all the street names and five-digit zip codes in the City of Wilmington. As explained in the 

example in section 2, there were twenty six unique five-digit zip codes in this database. 

The Wilmington database was pre-processed so that it included the full spelling for the 

street suffixes as well as its usual USPS abbreviation. This was done by substitutions such as 

BOULEV ARD for BLVD, LANE for U\, CIRCLE for CIR, STREET for STR, etc. In many cases 
this yielded two records for everyone input: the original and a copy with the substitution for 

the suffix. There were 2316 records in the original database and 4622 in the preprocessed ver­

sion. The preprocessed database should represent a large percentage of the ways the names of 
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streets would be written for destinations in Wilmington. 

Several experiments were conducted for different feature descriptions. Two constraints 

were used in each experiment: either the first or the first and last words from the complete 

street name. The first word was the pre-directional. if it existed, otherwise it was the first 

word in the street name. The second word was either the post-directional, the street suffix, or 

the last word in the street name. chosen in this order. It was assumed that these words could 

be located in an address by finding the second word and the last word in the line immediately 

above the city/state/zip line. Presumably the first word in the line is the number of the street 

address. In the example address of Figure 2(b), the first and last words in the complete street 

name are Fan and Street. 

Dictionaries similar to those shown in Figure 2(e) and (d) were constructed for several 

different feature sets. The ability of these feature sets to determine ",-hich of the twenty six 

possible five-digit zip codes matched addresses in the database was simulated by computing 

ANS, .4NS
j

• and Oi'ouniq. The results for several different feature c;ets are given below. 

4.1. Length 

The number of characters in the two words were used as features. This is the same 

feature set used in the example discussed in Section 2. The results using this feature set were: 

constraint N r ANS %uniq ANS 

first word only 14 9.5 0 12.3 
first and last words 84 6.4 ] 9.8 

4.2. Length and First Letter 

The number of characters in both words and the exact identity of the first character in 

each word were used as features. The results were: 

--
constraint N{, ANS %uniq ANS 

first word only 202 4.8 2 7.3 
first and last words 1758 2.1 22 3.2 

4.3. First and Last Letters 

The identities of the first and last letters of both words were used as features. No infor­

mation about the number of characters was used. The results were: 

constraint -1fV~ 

first word only 1 ! 412 
first and last words 2?56 __ 
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4.4. First and Last Letters and Length 

The. identities of the first and last letters in both words and the number of characters in 

bClth "words were used as features. The results were: 

constraint N{ .4.NS %uniq ANS 

first word only 5:15 2.3 23 5.1 
first and last words 2472 1.6 51 8.9 

The results of these experiments illustrate several aspects of this approach. A very sim­

ple feature of just the number of characters in two words produced an ANSI value of about 

10. This is much better than the value of twenty six that would be encountered if no con­

straints were used. If only one letter and the number of characters in one word can be recog­

nIzed. ANSI is reduced to 7.3. If the first character and the lengths of two words can be com­

puted, a value of 3.2 is obtained for ANSI' When the first and last characters in two words 

";<.1n be recognized, the ANS value is only 1.7. Also, the zip code for up to 45% of the mail 

"tream is determined with no other feature tests. This is encouraging but comes at the cost of 

,In Increase in .4.NS, to 9.0. A similar trend occurred with the fourth feature set where ANSI 

was"about the same at 8.9, but %uniq increased to 51%. If only the first word in the street 

address is considered, ANSI is only 5.1, but a zip code is uniquely determined for only 23% of 

the pieces. 

5. Discussionand Conclusions 

A method for using external information in an address, other than the city and state 

names, to constrain the digits in a five-digit I.ip I >de was discussed. This method requires that 

a small number of features be calculated for a few pre-determined words. These feature 

descriptions are then used to access a dictionary and return a set of zip codes that could be 

present in the image. It is best if this set is as small as possible. Three statistics were defined 

that measure the projected performance of this technique. 

A statistical study was conducted in which these statistics were computed over a data­

base that represented the city of Wilmington, Delaware. Two constraints (the feature descrip­

tion of one or two words) and four feature descriptions were tested. It was shown that the 

best overall performance,' as measured by the ANSI statistic, was achieved for the two-word 

constraint and a simple feature description of the identities of the first letters and the lengths 

of the words. An average of only 3.2 zip codes matched each address. This is quite an 

improvement over the twenty six zip codes eligible if no constraints were used. 

Future work in this area should include an improved simulation of the mail handling 

environment. The population of addresses used for the experiments discussed here contained at 

most two entries for each street in each five-digit zip code zone. The simulation thus assumes 

an equal amount of mail is destined for each street. An improvement would incorporate data 

that more accurately reflects the amount of mail going to each street. 
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