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SYSTEM AND METHOD FOR DISPLAYING 
IMAGES IN AN ONLINE DIRECTORY 

CROSS-REFERENCE TO RELATED 
APPLICATION 

This application is a continuation-in-part of application 
Ser. No. 10/809,049, now US. Pat. No. 7,155,336, ?led Mar. 
24, 2004, Which is incorporated herein by reference. 

FIELD OF THE INVENTION 

The present invention is related to production of online 
directories and, more speci?cally, to online directories, such 
as YelloW Pages, at Which a user can vieW images of 
directory listings. 

BACKGROUND OF THE INVENTION 

Various online directories, such as online YelloW Pages, 
are available for users to locate and ?nd information about 
businesses and services. Typically, When searching an online 
business directory, a user is prompted to enter selection 
criteria such as the general geographic location (e.g., state 
and city) and the type or category of business (e.g., restau 
rant) that the user is looking for, or perhaps the name of the 
business itself, if knoWn. In response, listings for each of the 
businesses that meet the user’s selection criteria are dis 
played. Each listing typically identi?es the name, address, 
and phone number of the listed business. Further, each 
listing may be associated With icons that the user may click 
to obtain further information about the business, such as a 
map of an area around the business and driving directions to 
the business. Current online directories, hoWever, do not 
provide listings that can be displayed With an image of the 
physical location of the business featured in the listing. 
While some aerial or rooftop images are available online in 
correlation With addresses, such aerial or rooftop vieWs are 
of limited value because they do not shoW, for example, 
business buildings in the manner actually perceived by 
customers (i.e., at the ground or street level). More particu 
larly, What is lacking is an automated system and method for 
collecting and displaying images of objects at geographic 
locations, such as business storefronts and street vieWs of 
structures, in online directories. 

SUMMARY OF THE INVENTION 

The present invention provides methods and systems 
Whereby online directories, such as online YelloW Pages, 
may feature listings With an associated image of the busi 
ness. Thus, a user accessing an online YelloW Page directory 
prepared using embodiments of the present invention can 
visually appreciate the business, i.e., its building and also 
perhaps its surrounding area. From the businesses’ point of 
vieW, an online YelloW Page directory that uses embodi 
ments of the present invention provides value-added media 
through Which the businesses can visually appeal to their 
potential customers to hopefully attract more business. 

According to one aspect, the present invention provides a 
method of automatically collecting images of objects at 
geographic locations for publication in an online directory. 
In one embodiment, an operator ?rst mounts on a vehicle at 
least one camera (video or still) and a GPS receiver, each 
having access to a synchroniZed clock. Second, the operator 
drives the vehicle While capturing images With the camera 
and also recording geographic locations (e.g., longitude and 
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2 
latitude coordinates) as determined by the GPS receiver. 
Both the image data obtained by the camera and geographic 
location data obtained by the GPS receiver are time 
stamped. Third, both the object captured and each image are 
associated With a geographic location based on correspond 
ing respective time-stamps of the image data and geographic 
location data. (Alternatively, a GPS receiver/camera com 
bination system that automatically encodes the geographic 
location data obtained from the GPS receiver onto, for 
example, the audio track of a video tape may be used, to 
produce images each associated With a geographic location. 
It is noted that this embodiment eliminates the need to 
synchroniZe clocks.) Assuming that the location of the 
camera coincides With the location of the GPS receiver and 
by offsetting the distance from the camera to the object (e. g., 
business building) being imaged, each image can be asso 
ciated With the geographic location (e.g., longitude and 
latitude coordinates) of the object shoWn in the image. 
Fourth, each image is correlated With a street address based 
on each image’s geographic location, for example, by refer 
ring to a lookup table that correlates street addresses With 
geographic location. The address-correlated images may 
then be used in an online directory, Where each listing 
(including an address) can be displayed together With a 
corresponding image taken by the camera at the address in 
the listing. 

In further embodiments, multiple cameras may be 
mounted on the vehicle. For example, tWo cameras may be 
mounted facing tWo opposite directions, to simultaneously 
collect images on both sides of a street. 
The offset distance betWeen the location of the camera 

(and the GPS receiver) and the object being imaged by the 
camera can be preset, or may be measured by a range ?nder 
that is also mounted on the vehicle in a location coinciding 
With the camera and GPS receiver. The range ?nder may 
collect time-stamped distance information indicating the 
varying distance from the GPS receiver and camera to the 
object vieWed by the range ?nder. 

According to another aspect, the present invention pro 
vides a method of preparing images of objects at geographic 
locations for use in an online directory. Images of objects are 
received and each image is associated With a geographic 
location. Each image is then correlated With an address 
based on the image’s then associated geographic locationi 
for example, in reference to a lookup table that correlates 
addresses With geographic locations. Alternatively, each 
address may have a boundary de?ned surrounding the 
address and images having associated coordinates Within the 
de?ned boundary may be correlated With the address. Addi 
tionally, a representative image may be selected for each 
address. The address-correlated images are provided for 
display With listings in an online directory based on the 
addresses in the listings. Speci?cally, an image can be 
published in the online directory such that the image is 
selected and displayed based on the address correlated With 
the image. Amethod of preparing images for use in an online 
directory may be provided in the form of computer-execut 
able instructions stored on a computer-readable medium 
that, When read and executed by a computer processor, result 
in performing the steps of the method. 

According to yet another aspect, the present invention 
provides a computer system for preparing images of objects 
at geographic locations for use in an online directory. One 
exemplary embodiment of the computer system includes a 
?rst component comprising an input/output interface for 
receiving images that are associated With geographic loca 
tions. A second component of the system is a memory With 
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information that correlates addresses With geographic loca 
tions. A third component is a processor coupled to the 
input/output interface and the memory. The processor is 
con?gured to execute computer instructions that cause the 
processor to correlate each image received via the input/ 
output interface With an address by referring to the infor 
mation stored in the memory. The processor then provides 
each image for display With a listing in an online directory 
based on the address in the listing. 

Once the address-correlated images are prepared, they are 
loaded to a server system in communication With a client 
system for supporting an online directory, Wherein the 
address in each listing is correlated With an image of an 
object taken at the geographic location of the address. In one 
embodiment, the server system receives selection criteria for 
at least one listing from a client system. The server system 
displays on the client system at least one listing (e.g., 
business name, address, phone number, etc.) meeting the 
selection criteria. The server system then displays on the 
client system a representative image of an object taken at the 
address of the at least one listing meeting the selection 
criteria. A representative image may be automatically dis 
played together With the listing itself. In one embodiment, 
the user may also be permitted to request a Zoom-in vieW, a 
Zoom-out vieW, a scrolled-to-the right vieW, or a scrolled 
to-the-left vieW of the displayed image, so as to appreciate, 
for example, the neighborhood vieW of the area surrounding 
the listing of interest. Also, the user may be further permitted 
to obtain a 360-degree vieW in some selected locations, such 
as at intersections, depending on images available in the 
system. For example, the user may be permitted to click and 
drag a cursor on the displayed image itself to shift the 
vieWpoint in any direction. 

In accordance With another aspect of the present inven 
tion, a method for providing information regarding an object 
is provided. For example, information regarding an object, 
such as a business, may be provided via a graphical user 
interface. To provide information regarding an object, a 
location and a range surrounding that location (e.g., the 
current location of the user) is determined. Once a location 
and range have been determined, at least one object that is 
Within that range is identi?ed. Information for the identi?ed 
object is displayed. Such information includes an image 
representative of the identi?ed object. Additionally, a map is 
also displayed that includes an identi?er of the location and 
an identi?er of the identi?ed object. 

In accordance With another aspect of the present inven 
tion, a computer system having a computer-readable 
medium including a computer-executable program therein 
for performing a method for providing information regard 
ing an object is provided. The method includes selecting an 
object and identifying a plurality of images related to the 
selected object. From those images, a representative image 
of the object is selected and displayed on a graphical user 
interface. The representative image may be a default repre 
sentative image or a user speci?ed representative image. In 
addition to displaying a representative image, the method 
also displays on the same graphical user interface at least 
one of the plurality of the identi?ed images related to the 
object. 

In accordance With still another aspect of the present 
invention, a computer-accessible medium is provided hav 
ing instructions stored thereon that direct a computing 
system to: provide a plurality of images representative of an 
object; receive a user’s vote for an image of the plurality of 
images; and select an image of the plurality of images With 
a majority of received votes as an image representative of 
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4 
the object. In particular, a user may vote on one of a plurality 
of images for a particular object, such as a business, and the 
system Will tally all votes received. The image With the 
majority of votes may be identi?ed as being the represen 
tative image for that object. The representative image may 
be used to visually represent the object to a user that has 
requested information about the object. As discussed beloW, 
the image may be an actual image of a front, or street vieW, 
of a building containing the object. 

In accordance With yet another aspect of the present 
invention, a method for correlating a plurality of images 
having associated geographic locations With an address is 
provided. The method associates a geographic location With 
the address and de?nes a boundary surrounding the geo 
graphic location associated With the address. Images having 
an associated geographic location Within the de?ned bound 
ary are then correlated With the address. 

In accordance With another aspect of the present inven 
tion, a computer system for de?ning boundaries surrounding 
street addresses, including a processor and memory, is 
provided. The computer system is con?gured to execute 
computer instructions that cause the processor to obtain 
geographic coordinates for a ?rst street address and de?ne a 
?rst boundary that includes the obtained geographic coor 
dinates. Additionally, the computer instructions cause the 
processor to identify a second street address located on a 
same side of a street as the ?rst street address and de?ne for 
the second street address a second boundary. In particular, 
the second boundary may be de?ned to include a geographic 
area adjacent to the ?rst boundary. 

Accordingly, an online directory using the present inven 
tion may permit the user to visually appreciate not only the 
images of various listings (e.g., businesses) but also the 
neighborhood surrounding these listings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The foregoing aspects and many of the attendant advan 
tages of this invention Will become more readily appreciated 
as the same become better understood by reference to the 
folloWing detailed description, When taken in conjunction 
With the accompanying draWings, Wherein: 

FIG. 1 is a pictorial ?oW diagram of one exemplary 
method for collecting address-correlated images of objects 
at geographic locations for publication in an online directory 
according to one embodiment of the present invention; 

FIG. 2 is a functional block diagram of an exemplary 
system that may be used to collect images of objects at 
geographic locations; 

FIG. 3 is a schematic diagram illustrating distance olf 
setting betWeen a camera and an object being imaged by the 
camera; 

FIG. 4 is a How diagram of one exemplary method for 
preparing images of objects collected at geographic loca 
tions for publication in an online directory according to one 
embodiment of the present invention; 

FIG. 5 is a block diagram shoWing a street block having 
three addresses, each of Which has a de?ned boundary for 
Which images may be correlated, in accordance With an 
embodiment of the present invention; 

FIG. 6 is a block diagram shoWing an environment and 
arrangement of certain computing components for imple 
menting an online directory according to one embodiment of 
the present invention; 

FIG. 7 is a pictorial diagram of a graphical user interface 
displaying an example of a listings page returned to a client 
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system When a user requests to vieW the listings matching a 
search criteria, generated using embodiments of the present 
invention; 

FIG. 8 is a pictorial diagram of a graphical user interface 
displaying an example of a listing detail page returned to a 
client system When a user requested detailed information for 
a particular listing, generated using embodiments of the 
present invention; 

FIGS. 9A-9E depict examples of graphical user interfaces 
in the form of Web pages received from a directory server 
and displayed on a client system, illustrating sample opera 
tions of an online directory in accordance With the present 
invention; 

FIG. 10 is a How diagram of a search results routine 
utiliZed to provide listing information in response to a 
user-provided search request, in accordance With an embodi 
ment of the present invention; 

FIG. 11 is a How diagram of a details information routine 
for presenting a detailed information vieW of a selected 
address, in accordance With an embodiment of the present 
invention; 

FIG. 12 is a How diagram of a voting subroutine for 
designating a representative image for a geographic location 
in response to user selections, in accordance With an 
embodiment of the present invention; 

FIG. 13 is a How diagram of an image correlation cor 
rection routine for adjusting the address coordinates for the 
geographic location of a particular address and recorrelating 
images to a particular address, according to an embodiment 
of the present invention; and 

FIG. 14 is a How diagram of an address boundary de? 
nition subroutine for de?ning address boundaries, in accor 
dance With an embodiment of the present invention. 

DETAILED DESCRIPTION 

The present invention is directed to a system and method 
for collecting and displaying images of objects (including, 
Without limitation, buildings, structures, and store fronts) 
obtained at different geographic locations. The images may 
be displayed in association With corresponding listings in 
online directories. The folloWing detailed description pro 
vides several exemplary implementations of the invention. 
Although speci?c system con?gurations and How diagrams 
are illustrated, it should be understood that the examples 
provided are not exhaustive and do not limit the invention to 
the precise forms disclosed. Persons having ordinary skill in 
the ?eld of digital data processing Will recogniZe that the 
computer components and arrangements described herein 
may be interchangeable With other components and arrange 
ments and that the process steps described herein may be 
interchangeable With other steps or their combinations, and 
still achieve the bene?ts and advantages of the present 
invention. 

It should also be noted that While the folloWing descrip 
tion is provided in the context of an online business directory 
(e.g., YelloW Pages) at Which each business listing is asso 
ciated With an image of its geographic location, the present 
invention can be applied to create and publish online resi 
dential directories (e.g., White Pages) in Which each indi 
vidual listing is associated With an image of its geographic 
location (e.g., an image of a house). Therefore, the term 
“YelloW Pages” as used herein may refer to other types of 
directories as Well, including White Pages. 

FIG. 1 illustrates an overall ?oW diagram of a method for 
collecting images of objects at geographic locations for 
publication in an online directory, at Which each listing is 
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6 
associated With an image taken by a camera at the address 
in the listing. A system for collecting images (e. g., system 16 
in FIG. 2) is mounted on a vehicle 9. The vehicle 9 may be 
an automobile, as illustrated, but may be of any other type 
apparent to one skilled in the art, such as a bicycle, bus, or 
airborne vehicle such as a manned or unmanned airplane. 
The image collection system, in this embodiment, includes 
at least one camera 10 and a GPS receiver 12. Optionally, a 
range ?nder 14, a rate of travel monitor 25, and a rate of turn 
monitor 27 may also be included in the system and mounted 
on the vehicle 9. 

FIG. 2 illustrates an embodiment of a system 16 suitable 
for collecting images of objects at geographic locations and 
correlating the images With street addresses for the geo 
graphic locations. The system 16 includes the camera 10, the 
GPS receiver 12, and perhaps the range ?nder 14, rate of 
travel monitor 25, and rate of turn monitor 27, each includ 
ing or having access to a synchronized clock 11, 13, 15, 21, 
and 29, respectively. The clocks 11, 13, 15, 21, and 29 may 
be separate clocks that are synchroniZed With each other or, 
alternatively, a single clock to Which the camera 10, the GPS 
receiver 12, the range ?nder 14, the rate of travel monitor 25, 
and the rate of turn monitor 27 are coupled for time 
reference. A synchronized clock may thus mean one or more 
clocks from Which each of multiple devices can receive 
synchroniZed time information. The camera 10, the GPS 
receiver 12, the range ?nder 14, and rate of travel monitor 
25 and rate of turn monitor 27, if provided, are coupled to 
a computing device 18, such as a laptop computer. In some 
applications Where the data storage capacity of the camera 
10, the GPS receiver 12, the range ?nder 14, the rate of 
travel monitor 25, and the rate of turn monitor 27 is 
sufficiently large, the computing device 18 need not be 
coupled to the camera 10, the GPS receiver 12, the range 
?nder 14, the rate of travel monitor 25, and the rate of turn 
monitor 27 during image collection (e. g., While mounted on 
the vehicle 9). 
The computing device 18 includes a processor 19 in 

communication With an input/ output interface 20 and a 
memory 22. The input/output interface 20 enables the com 
puting device 18 to communicate With various input and 
output devices. Input devices may include the camera 10, the 
GPS receiver 12, the range ?nder 14, the rate of travel 
monitor 25, and the rate of turn monitor 27, as illustrated, 
plus any other computing elements that provide input signals 
to the computing device 18, such as a keyboard, mouse, 
external memory, disk drive, etc. 

Output devices 23 may include typical output devices, 
such as a computer display, printer, facsimile machine, copy 
machine, etc. The processor 19 is con?gured to operate in 
accordance With computer program instructions stored in a 
memory, such as the memory 22. Program instructions may 
also be embodied in a hardWare format, such as one or more 
programmed digital signal processors. The memory 22 may 
also be con?gured to store various data (e.g., image data, 
geographic location data, and speed data) collected and 
processed, as Will be more fully described beloW. In some 
applications, the data obtained by the camera 10, the GPS 
receiver 12, and the range ?nder 14 (if provided) are sent 
directly to a hard drive (forming part of the memory 22) of 
the computing device 18 for storage, instead of being ?rst 
stored in video tapes or removable disks. The memory 22 
may include, for example, a lookup table database 24 that 
stores address data in correlation With geographic locations 
(e.g., longitude and latitude coordinates). Suitable lookup 
table databases are routinely used for the purpose of creating 
maps and are commercially available. Those having ordi 
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nary skill in the art of computers Will recognize that a Wide 
selection of commercially available components and 
arrangements can be used to construct a system, such as the 
system 16 illustrated in FIG. 2. In particular, the computing 
device 18 may include additional conventional components, 
such as a netWork interface, Which are not illustrated herein 
for the purpose of clarity. 

Referring back to FIG. 1, once the camera 10, the GPS 
receiver 12, and perhaps the range ?nder 14, rate of travel 
monitor 25 and/ or rate of turn monitor 27 are mounted on the 
vehicle 9, an operator drives the vehicle While automatically, 
or perhaps manually (With the aid of another operator), 
capturing a series of images of objects (e.g., building or store 
fronts) on each side of the street using the camera 10. In 
some applications, for example When the street Width is 
sufficiently narroW or the street is relatively quiet, tWo 
cameras 10 may be mounted on the vehicle facing opposite 
directions so as to simultaneously take tWo series of images 
covering both sides of the street. In other applications, three 
or more cameras 10 may be mounted on the vehicle. For 
example, tWo or more cameras 10 may be mounted on the 
same side of the vehicle (for example, tWo on one side and 
tWo on the other side) to collectively obtain a stereoscopic 
image of each object being imaged. Any suitable auto-focus 
camera(s) 10 may be used, as Will be apparent to one skilled 
in the art, though preferably the camera 10 Would be a digital 
still camera or a digital video camera. If a digital still camera 
is used, the series of images taken Will be still images. If a 
digital video camera is used, the series of images taken Will 
be image frames that collectively form a video image. In any 
case, the camera 10 preferably time-stamps each image, i.e., 
records the time each image (or each image frame) is taken, 
in reference to a synchronized clock 11. Time-stamping is a 
standard feature of commercially available cameras. 
As the camera 10 captures images of objects at geo 

graphic locations (e.g., businesses), the GPS receiver 12 
records the geographic locations (e. g., longitude and latitude 
coordinates) While preferably time-stamping the recorded 
location data. The camera 10 and the GPS receiver 12 may 
be positioned or programmed relative to each other (e.g., by 
offsetting the distance therebetWeen) such that the geo 
graphic location determined by the GPS receiver 12 can be 
treated as that of the camera 10 itself. The rate of travel 
monitor 25, if used, records the rate of travel of the vehicle 
9 as data is being collected While preferably time-stamping 
such information. As discussed beloW, the rate of travel 
information may be used to assist in ?ltering images or in 
determining the geographic coordinates of an image. Simi 
larly, the rate of turn monitor 27, if used, records the degree 
of any turns made by the vehicle 9 as data is being collected 
While preferably time-stamping such information. For 
example, the rate of turn monitor 27 may be a gyroscope 
mounted on the vehicle 9, and the resistance incurred by the 
gyroscope during a turn may be used to calculate the degree 
of the turn made. Calculating and recording the degree of a 
turn may be used in conjunction With the rate of travel 
information recorded by the rate of travel monitor 25 to 
determine the geographic coordinates of an image of GPS 
data is not available. 

The range ?nder 14, if used, records the distance to an 
object being vieWed by the range ?nder 14 While preferably 
time-stamping such distance information. The range ?nder 
14 may also be positioned or programmed relative to the 
camera 10 and the GPS receiver 12 such that the distance 
information determined by the range ?nder 14 can be treated 
as that of the camera 10. Any suitable GPS receiver and 
range ?nder may be used, as Will be apparent to one skilled 
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in the art. For example, some high-precision GPS receivers 
suitable for use in the present invention are available from 
Trimble Navigation Ltd. of Sunnyvale, California (WWW.t 
rimble.com). A line of laser range ?nders suitable for use in 
the present invention is available from Measurement 
Devices Ltd. (MDL) of Scotland, UK. (WWW.mdl.co.uk). 
The range ?nder 14 is useful in offsetting the distance 

betWeen the GPS receiver 12 (geographically coinciding 
With the camera 10 and the range ?nder 14) and the object 
being imaged by the camera 10, so as to more accurately 
determine the precise geographic location of the object 
being imaged. Speci?cally, referring to FIG. 3, When a 
camera 10 mounted on a vehicle is moved from position 10' 
to position 10" With the movement of the vehicle, the 
distance from the camera to the object being imaged changes 
from distance A (to building 26) to distance B (to building 
28). If the distance from the camera 10 to the objects being 
imaged by the camera 10 is substantially constant, a standard 
offset (e.g., distance A) may be used to calculate the longi 
tude/latitude coordinates (i.e., geographic location) of the 
objects being imaged. If, on the other hand, this distance 
varies substantially, or if it is preferred to precisely calculate 
the longitude/latitude coordinates of the objects being 
imaged, the range ?nder 14 may be used to continuously 
measure this distance. The direction of the ?eld of vieW of 
the camera 10 may be determined by a compass (not shoWn) 
or based on the direction of the movement of the camera 10 
carried by the vehicle (e.g., from position 10' to position 10" 
in FIG. 3) as determined by the GPS receiver 12. An angle 
of the camera 10 relative to the moving direction of the 
vehicle is knoWn and may be used to further determine the 
direction of the camera 10 relative to the objects being 
imaged. 

Sometimes the vehicle 9 must travel on inclines. Since 
buildings are built perpendicular to the earth, With the 
camera 10 being mounted level to the vehicle 9, the images 
captured by the camera 10 appear tilted. To overcome this 
problem, a gyroscope can be used With the camera 10 
mounted on a gimbal. A suitable gyroscope-based mounting 
system (or a stabilizer) can be obtained from Kenyon 
Laboratories, L.L.C. of Essex, Conn. (WWW.ken-lab.com). 
The gyroscope-based mounting system, in an embodiment 
of the present invention may use the same gyroscope used to 
gather data for the rate of turn monitor 27. Alternatively, 
separate gyroscopes may be used. Another approach for 
solving the problem of images appearing tilted, is to use a 
digital inclinometer to track an angle of the camera 10 
relative to a level, and then rotate the images in softWare 
during post-capture processing to compensate for the mea 
sured tilt-angles. 
To collect images and geographic locations of numerous 

businesses, many vehicles may be used, each equipped With 
a camera and a GPS receiver. In order to efficiently collect 
images and geographic location data of businesses in remote 
or isolated areas, certain utility vehicles, such as US. Postal 
Service delivery vehicles or taxi cabs, may be requested to 
carry a data collection system of the present invention. 

Referring back to FIG. 1, the camera 10 therefore pro 
duces a set of time-stamped image data 30, the GPS receiver 
12 produces a set of time-stamped geographic location data 
32 (e.g., longitude and latitude coordinates), the range ?nder 
14 produces a set of time-stamped distance information data 
34, the rate of travel monitor 25 produces a set of time 
stamped rate of travel information data 35, and the rate of 
turn monitor 27 produces a set of time-stamped rate of turn 
information data 37. These sets of data may be doWnloaded 
to the computing device 18 (see FIG. 2) and associated With 
























