Advanced Control Systems I (ME232), Fall 2012: Notes for Discussion 2 GSI: Xu (Max) Chen

Outline:

e review of HW1.

e when does a dynamical system have a unique solution?

e state-space and transfer-function representations of LTT systems.
e state-space canonical forms.

e matrix computation: determinants.

1 Fundamental Theorem of Differential Equations

Knowing the existance of a solution is the first step towards getting the answer. For ME 232, the following theorem
addresses the question of whether a dynamical system has a unique solution or not.

Theorem 1. Consider & = f (x,t), x (to) = xo, with:
o f(x,t) piecewise continuous in ¢
e f(x,t) Lipschitz continuous in x
then there exists a unique function of time ¢ (-) : Ry — R™ which is continuous almost everywhere and satisfies
® ¢ (to) =0
o ¢(t)=f(p(t),t), Vt € RZ\D , where D is the set of discontinuity points for f as a function of ¢.
Note:

e piecewise continuous: continuous except at finite points of discontinuity.

— exercise: are these functions piecewise continuous?—f (¢) = |¢| and

AQQE, t> 1t

e Lipschitz continuous: if f (x,t) satisfies the following cone-shape constraint:
1 (2, t) = f (. ) || < k(@) [Jo =yl
where k (t) is piecewise continuous.

— exercise: is f (z) = Az + B Lipschitz continuous?

2 State-space and transfer-function descriptions of LTI systems

e why are we learning them? [history of control engineering and connections with future courses|

e relations between the two:

Table 1: Relations between state-space (ss) and transfer-function (tf) system representations
’ ss \ tf ‘
i(t)=Az(t)+ Bu(t), y(t) =Cx(t) + Du(t) G(s)=C(sI—A)""'B+D

w(k+1)=Ax(k)+ Bu(k), y(k) =Cx(k)+ Du(k) | G() =C(:I - A" B+ D
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3 Canonical forms

6282 =+ bls + b()
3+ ags? +ai1s+ ag

e Controllable canonical form

1 0
A= 1 |,B=|0|,C=[b b b], D=0
—ap —ai; —ag 1

— understanding the formula: the transfer function is given by G (s) = C (sI — A)f1 B + D, where the poles of
the system come from det (sI — A) = 0. Suppose we don’t know the order of ag, a; and as in the last row of
A, and use x as a temporary representation in A. Looking at

s -1
det (sI — A) = det s -1
*x xS+ %
we see that the only way for s? to appear is from the term s? (s + *) in the determinant computation. Hence
the location of —as has to be at the bottom right corner of A.

— exercise: write down the controllable canonical form for the following systems

2

_ s“+1
* G (S) — 5342s+10

. b052+b13+b2
* G(s) = s3+ags?+ais+asz

e Observable canonical form

—as9 1 b2
A=| —a; 1|{,B=|b |,C=[10 0], D=0
—ap bo

e Diagonal form: for systems described by

k k k
G(s) = 1 4 2 n 3
s§—nN s — P2 §—DPs3
one state-space form is
D1 1
A= D2 ,B: 1 ,O:[kl ]fg kg],DZO
D3 1
e Jordan form: if L ) "
G (s) = 1 i 2 i 3

then one state-space form of the system is

D1 1
A= Pm 1

— understanding the formula: why B = [1,0,1]7? What if

k k k k
Gls)=—5+——+ ——— + —
(s —p1) $=pP1 ($—pm) S — Pm

e Modified Jordan form: this is for systems with complex poles:

k1 as+ 8
+ 2
s—=p1 (s—o0) +w?

G (s) =

we have
p1 1
A= g w 7B: 0 ,C:[k}l ]{12 kg],DZO

—w o 1
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4 Review and preparation for the next few lectures

4.1 Computing determinants

e 2 X 2 matrices:

e 3 X 3 matrices:

>0

a b
det | d

g

a b
det[ c d}—ad—bc

T O

]zadet[z £}—bdet[;l ‘]/;]—l-cdet[g Z}

=aek +bfg + cdh — gec — bdk — ah f



