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ABSTRACT 

Recently, due to commercial success of data mining 

tools, there has been much attention to extracting 

hidden information from large databases to predict 

security problems and terrorist threats. The security 

applications are somewhat more complicated than 

commercial applications due to (i) lack of sufficient 

specific knowledge on what to look for, (ii) R&D 

labs developing these tools are not able to easily 

obtain sensitive information due to security, privacy 

or cost issues. Tools developed for security 

applications require substantially more testing and 

revisions in order to prevent costly errors. This 

paper describes a platform for the generation of 

realistic synthetic data that can facilitate the 

development and testing of data mining tools. The 

original applications for this platform were people 

information and credit card transaction data sets. In 

this paper, we introduce a new shipping container 

application that can support the testing of data 

mining tools developed for port security. 
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INTRODUCTION 

Knowledge discovery and data mining (KDD) 
includes the technology of extracting unknown and 
possibly useful information from data. This process 
has been compared to finding a needle in a haystack. 
In spite of apparent complexity, KDD technology 
has shown to be successful in some commercial 

applications such as fraud prevention and medical 
diagnosis. KDD is a powerful technology with great 
potential to help focus attention on the most 
important information in data warehouses. Data 
mining tools predict future trends and behaviors, 
allowing businesses to make proactive, knowledge-
driven decisions. Recently, due to this commercial 
success, there has been much attention paid to 
extraction of hidden information from large 
databases to predict security problems and terrorist 
threats. The security applications are somewhat 
more complicated than the commercial applications 
due to (1) lack of sufficient specific knowledge on 
what to look for, and (2) R&D labs developing these 
tools are not able to easily obtain sensitive 
information due to security, privacy or cost issues. 
KDD tools developed for security applications 
require substantially more testing and revisions of 
rules in order to minimize the false positives and 
false negatives that could be very costly. 
 
The combination of (1) and (2) motivated us to 
develop a platform for the generation of realistic 
synthetic data that can facilitate the development and 
testing of KDD tools. Realistic synthetic data can 
serve as background data sets into which 
hypothetical future scenarios can be overlaid. KDD 
tools can then be measured in terms of their false 
positive and false negative error rates.  In addition, 
the availability of synthetic data sets provides 
necessary traction for new data mining ideas and 
approaches, and thereby facilitates the development 
and feasibility assessment of techniques that might 
otherwise die on vine.   
 
To be adequate substitutes for real data, the quality 
of synthetic data sets needs to be reasonable.  Pitfalls 
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associated with unrepresentative data include 
improper training of data mining tools and masking 
of true benefits and virtues associated with specific 
techniques.  Some synthetic data generation tools are 
available commercially [1].  To varying degrees, 
each tool comes with a pre-defined set of attributes 
whose values are available from built-in lists.  For 
example, lists could include names, addresses, 
occupations, etc.  None of the tools we are aware of 
preserve complex between-attribute relationships, 
but instead simply generate attributes as though they 
are independent.  Some of the commercial tools 
allow integration of user-customized data sets.  
However, the practical issue of obtaining the data 
sets to be integrated with these tools remains an 
obstacle.  To support various KDD tools, the system 
architecture should be portable to different 
platforms, scaleable for simple to complex 
applications, flexible to integrate new applications, 
industrially compatible in data output formats, and 
highly usable for off-the-shelf and power users.  
 
In previous work [2, 3] we developed a prototype of 
an IDAS Dataset Generator (IDSG).  The initial 
prototype was supported by a Technical Support 
Working Group (TSGW) that identifies, prioritizes 
and coordinates R&D requirements for combating 
terrorism [4].  The IDSG platform uses semantic 
graphs to represent relationships among data 
attributes and to define data generation rules for 
specific data set applications. Some attributes are 
generated by statistical algorithms, while others 
follow rules-based algorithms.  The platform allows 
the development of customized applications to serve 
specific user needs.  The applications developed for 
the prototype included people information and credit 

card transactions. 
 
The rest of this paper is organized as follows.  In the 
next Section we review the applications, features, 
and algorithms associated with the prototype IDSG 
by walking through a typical user interaction with 
the tool.  Though not all features will be illustrated, 
the main functions of IDSG will become evident.  
Following that, we introduce a new shipping 

container application.  The shipping container 
application poses a different challenge since unlike 
people information and credit card transactions, its 
data attributes have not been the subject of 
numerous studies and relatively little a-priori 

information is available to persons not directly 
working in the shipping container domain.   For 
example, names, addresses, social security numbers 
and even relationships such as the association 
between income and education level can be found in 
public sources.  Similarly rules for valid generation 
of credit card numbers can be found.  However, the 
nature of the contents of shipping containers, the 
relationships between carriers, originating countries, 
arriving ports and commodity descriptions is not 
common knowledge and is difficult to ascertain 
through web surfing.   

TOUR OF IDSG 

The prototype IDSG is based on the client-server 
computing model.  Whether the client and the server 
execute on the same machine or not is transparent to 
the system.  The role of the client is to allow the user 
to select an application type and specify 
requirements for the data sets they need.   
Specifically, the user constructs a schema for how 
the outputted data sets should be organized by 
specifying how many files of data they need and 
what attributes should be attached to each file. 
Figure 1 is a screen shot of the opening screen where 
the user selects the application they wish to generate 
synthetic data for, and Figure 2 is the screen that 
allows them to construct files for the output and to 
select the attributes (using pull-down menus) that are 
to appear in each.   
 

 
Figure 1.  IDSG – Select Application 
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         Figure 2.  IDSG – Organizing Output Files 
 
In this example, the user selected the credit card 

transaction application, and created three output 
files (names, numbers and transactions) with the 
attributes as shown.  In total, the user has over 30 
different attributes within this application that they 
can optionally select for inclusion in the output files.  
     
The primary function of IDSG is to generate 
background data with the intent of looking like real 
data.  However, the user is offered an opportunity to 
overlay pre-defined scenarios that can be randomly 
inserted and mixed with the background data.  With 
this feature, the resulting data sets can be seeded 
with events and competing KDD tools can be tested 
for their ability to find the signal amongst noise.  For 
example, a user might insert an unusually large 
number of credit card transactions for chemical 
purchases.  A KDD tool that looks for anomalous 
credit card purchases could then be tested by 
presenting it with the transactions file that is 
outputted from IDSG.  Figure 3 shows how a user 
can mix in pre-defined scenarios with the synthetic 
data that is generated by IDSG.  The user simply 
enters file names that have the same structure as the 
IDSG output files (names, numbers, and 
transactions). The user also selects the insertion 
mode that determines whether to add the anomalous 
records at the beginning, at the end, or randomly 
throughout the IDSG output files.   
 
At this point the user has completed the 
requirements specification on the data sets and the 
data generation responsibility is passed to the server.  

The user can check on the status of the job by 
viewing the progress monitor that is shown in Figure 
4.  The status of the job ‘demo’ in this example is 
that it has run 16 seconds and is 46% complete. 
 

 
 

Figure 3.  IDSG – Insertion of Anomalous Records 
 

When the job completes, it will move from the lower 
table to the upper table in Figure 4.  At that point, all 
of the requested files are available to the user and are 
presented individually as CSV files.  Early in the 
interaction between the user and IDSG, the user 
would have specified a minimum number of cases to 
be generated in each file.  The server packages all 
the output CSV files into a zipped file that the user 
can download from the server to their client by using 
the Destination Directory and Browse features 
shown in Figure 4.   
 

 
Figure 4.  IDSG – Download the Datasets 
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Figure 5 illustrates the data that was created for the 
names file.  The numbers file would similarly show 
all the user requested numbers (telephone, social 
security and driver’s license) for each person in the 
names file.  Likewise, the transactions file would 
show credit card purchases that were generated for 
each person including the date of purchase, type of 
credit card used, expense type and transaction 
amount.   
 

 
Figure 5.  IDSG – Output File ‘Names’ 

 
The data generation algorithms used for the people 
and credit card transaction applications in IDSG 
have been described in [2,3,5].  In summary, there 
are three types of algorithms that get employed:  
statistical, rule-based, and resampling.  Attributes 
such as gender, age, income, occupation, education 
level, number of credit cards, credit card use 
frequency, transaction type and transaction amount 
are statistically associated.  For example, a person 
with higher education generally has higher income 
and therefore would generally have a higher number 
of credit card purchases and have higher transaction 
amounts.  IDSG generates these attributes by 
constructing a 9-dimensional joint distribution for 
these attributes from knowledge about lower 
dimensional associations.  In particular, a survey of 
5000 adults in the U.S. provided sufficient data to 
identify 23 pairs of these attributes that had 
significant statistical associations.  These 
associations are depicted as undirected links between 
the attributes in the semantic graph shown in Figure 
6.   
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Figure 6.  Semantic Graph Depicting Pair wise 
Associations between Attributes 
 
The 9-dimensional joint distribution was then built 
by imposing that its corresponding two-way 
marginal distributions match these observed 
distributions.  The 9-dimensional distribution was fit 
to the data using the iterative proportional fitting 
algorithm (IPF) [6].  This approach has two 
desirable features.  First, it reflects exactly the 
information that is available concerning associations 
between these attributes – nothing more and nothing 
less.  Second, the number of inputted lower 
dimensional marginals is a lever that is proportional 
to the quality of the synthetic data that gets 
generated.  As additional lower dimensional 
information is input, the synthetic data becomes 
more realistic.  Furthermore, IPF algorithm can be 
easily adapted to include additional information 
about attribute associations as it becomes available.  
 
Rule-based algorithms are used for attributes that 
have specified types of random patterns.  A classic 
example is how IDSG generates credit card 
numbers.  American Express card numbers are 15 
digits long, while Visa, Diners Club, Discovery and 
Master Card numbers are 16 digits long.  Moreover, 
there are rules associated with the leading digits 
(e.g., Visa always begins with 4 and AMEX always 
begins with either 34 or 37) and the Luhn algorithm 
[6] is used to certify the entire string of digits is a 
valid card number.  IDSG creates credit card 
numbers that adhere to all of these rules.  Similarly, 
driver’s licenses and plate numbers respect 
individual state conventions.   
 
Finally, the third type of data generation algorithm is 
resampling which refers to generating values for an 
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attribute by resampling form a large population of 
real values.  The classic example in IDSG is the 
social security number.  The Social Security Death 
Master Index (SSDI) is a publicly available data 
base [8] that lists the names, last known addresses 
and the social security number of over 70 million 
deceased persons.  Resampling from among these 
social security numbers ensures the fidelity of the 
social security numbers generated by IDSG.  The 
SSDI is also resampled to randomly generate a 
surname, and then a first name is randomly selected 
from lists of common gender-based first names.  As 
another example, the U.S. Postal Service maintains a 
database that connects a zip code to a city, state and 
NPA-NXX for nearly 500,000 cities in the U.S.  
IDSG resamples records from this database to ensure 
the fidelity between these four attributes.   
 

SHIPPING CONTAINER APPLICATION 

Approximately 140 different countries and regions 
deliver merchandise to the U.S. through 
approximately 170 different ports of call.  Our new 
application is concerned with generating bills of 
lading for this imported merchandise.  Interest in this 
application was motivated by our awareness of 
public concern over the security of U.S. ports and 
the corresponding anticipation that the development 
of KDD tools in this area are likely underway. As 
shown in Figure 6, a user can now generate synthetic 
data sets for this application. 
 
For the initial development of this application, 
resampling was used for the data generation 
algorithm.  The source data set that was resampled 
was purchased from the Port Import Export 
Reporting Service (PIERS) [9].  PIERS maintains a 
database of bills of lading that covers all vessels 
making calls between U.S. ports and foreign 
countries.  For this particular application, we are 
interested only in the import data, which is the data 
pertaining to the vessels and cargos coming into the 
U.S. from foreign countries.  A single shipping 
container can contain more than one order and 
therefore be mapped to more than one bill of lading.  
Similarly, a single merchandise order can span 
multiple shipping containers.   

 
Figure 6.  IDSG – Shipping Container Application  

 
The data set we purchased from PIERS covers the 
shipping containers on all incoming vessels during 
the months of June, July and August of 2004.  The 
number of bills of lading during these months is 
2,071,371.  Each bill of lading has as many as 64 
different attributes.  Table 1 shows a selected set of 
these attributes to provide a feel for the type of data 
on a bill of lading.   
 

Selected PIERS Data Attributes 

Container Number Name of Vessel 

Commodity Description Carrier Name 

Origin Country Carrier Code 

Consignee Name U.S. Port Code 

Consignee Address U.S. Port Name 

Arrival Date Cargo Volume (cubic 

ft) 

Bill of Lading Number Quantity of Cargo 

Notify Party’s Name Weight of Cargo (Kg) 

Notify Party’s Address Value ($) 

Table 1.  Selected PIERS Attributes 
 
Since little a-priori information is available 
concerning attribute associations, a straight forward 
resampling data generation algorithm has been 
implemented for the first version of this application.  
As a result, the data sets generated will have very 
high fidelity.  Similar to the other applications, the 
user can select how they wish to organize the 
information in the bills of lading into different files.  
Figure 7 shows the same type of file definition and 
attribute selection features that was provided for the 
other applications.   
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Just as with the other applications, a user can insert 
anomalous bills of lading using the IDSG scenario 
insertion feature.  Once the file structure is defined 
for the output files, the user is offered the screen 
shown in Figure 3 to optionally seed the generated 
data sets with unusual records that KDD tools 
developers might hope to discover during testing.   
 

 
 

Figure 7.  IDSG – Shipping Container Attribute File 
and Attribute Definitions  
 
In future work on this application, learning 
algorithms will be developed to extract the most 
meaningful attribute characteristics and relationships 
from the data, so that new bills of lading can be 
formed by appropriately mixing information from 
different PIERS records. 

SUMMARY 

We have described a design and application for our 
test data generation tool IDSG that can facilitate 
building test cases for data mining tools by enabling 
the data mining developer to overcome time, cost, 
organizational and legal issues associated with 
gathering real data to build test cases. Our semantic 
graph with data dependency and scenario insertion 
approach differentiates IDSG from other commercial 
software. The shipping container data generation 
application demonstrated that the software design 
and architecture allow for the unlimited development 
of new applications without a change to the system 
infrastructure. Our approach and software 
architecture not only provide for off-the-shelf 
application users who want data sets of the type 
IDSG already generates, but also give the computing 

infrastructure to develop a wizard for power users 
who want to design customized application data sets 
themselves by specifying their own semantic graph. 
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