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ABSTRACT

Thesaurus is a list of related terms, which helps to solve the vocabulary problem in
information retrieval raised because authors and indexers use different terms for the same
concept. Searchers may have no skill in selecting good search terms. They may use
vocabulary for submitting a query that is different from the one indexed in the
system. So, they may not get good results although there are some related
documents in the collection. Therefore, it is reasonable to expand query terms with

additional related terms drawn from a thesaurus.

Tigrigna is a language in the Ethio-Semitic family spoken mainly in Tigray region of
Ethiopia and in Eritrea. Currently, the size of electronic documents in Tigrigna language
is increasing significantly. Robust retrieval tools would therefore be needed in order to
use these documents. As thesaurus is an important component of information retrieval,
studies have been conducted on automatic thesaurus construction for Tigrigna

Information Retrieval.

Even though automatic thesaurus construction has its own drawback, it is better than the
alternative manual construction. In this thesis, an automatic  approach to Tigrigna
thesaurus construction from document collection based on term to term co-occurrence
matrix is introduced. An encouraging result is obtained in the experimentation of the
system on Tigrigna documents. The result on a random sample of terms shows that the

system has accuracy of 75.28%.



CHAPTER ONE

INTRODUCTION

1.1 Background

A thesaurus (plural: thesauri) is a set of terms that are semantically related (Maziar, A.
2008). It helps to improve the quality of retrieval by guiding indexers and searchers about
which terms to use. Thesaurus is a structure which supports the automatic indexing and
retrieval, and it is a structured dictionary, which is focused on the representation of a
limited set of semantic relations between different concepts (Robert, M. 2009). It is a
valuable tool in Information Retrieval (IR), both in the indexing process and in the
searching process, used as a controlled vocabulary and as a means for expanding or

altering queries (Monica, L. 2002).

Tigrigna is a language in the Ethio-Semitic family spoken by 5-6 million people in the
Tigray region of Ethiopia and in Eritrea. In Ethiopia, Tigrigna is one of the regional
government office languages. It is significant for its level of development in literature,
literacy, standardization, etc.. Tigrigna is the principal literal language and medium of
instruction in primary schools (1 to 8) and regional government offices of the Tigray
region. Nowadays, Addis Ababa University and Mekelle University has started to teach

students Tigrigna Language in degree program.

Tigrigna is written in the Ge’ez script (Ethiopic script) common to other languages in the
family. In spite of the relatively large number of speakers and its power of expressiveness
for things, Tigrigna was a language for which very few computational linguistic
resources had been developed for many years, and very little had been done in terms of
making useful higher level Internet or computer based applications available to those who
only speak Tigrigna. But now because of the rise of desktop publishing along with the
arrival of the internet, web publications, the introduction of Unicode and its inclusion of
the Ethiopic writing system, the writing system which Tigrigna uses, have resulted huge

collection of electronic language resources. The volume of electronic documents is



increasing significantly from time to time. The issue at this time is how the information
need matches with the information stored in information retrieval systems. Manually
searching information from a huge collection of documents is tiresome, time consuming
and difficult task. The solution for this problem is designing automatic Information

Retrieval System (Baeza-Yates and Ribeiro-Neto, 1999).

Automatic information retrieval (IR) systems were originally developed to help manage
the huge scientific literature that has developed since the 1940s. Many University,
corporate and public libraries are now using IR systems to provide access to books,
journals, and other documents (Kanyarat, L. 2003). A fundamental problem for
information retrieval is mismatch of query (information need) of IR system users with the
authors of the documents stored in IR systems due to use of different words to refer the

same concept (Jinxi, X. 1997).

A thesaurus provides a precise and controlled vocabulary that serve to enhance retrieval
performance in an IR system both in document indexing and document searching
(Andargachew, M. 2009). With very large collection of documents, we have to reduce the
set of representative index terms in order to reduce the computational costs. This can be
accomplished through text operations. Text operations include five document processing
procedures. These are Lexical analysis, elimination of stopwords, stemming, selection of
representative terms and term categorization through thesaurus (Baeza-Yates and

Ribeiro-Neto, 1999).

This study aimed to examine existing automatic thesaurus generation techniques and
adapt them to the Tigrigna language. This is necessary because there are no papers in
English that detail the construction of Tigrigna thesauri. With the thesaurus, a set of

experiments were performed to measure its applicability and quality.



1.2 Motivation

A motivation to this research has come from the problem of searching resource using
search engines because of terminological difference between searchers and content

developers when browsing certain materials.

The concern of Information Retrieval (IR) is locating documents that are relevant for a
user’s information need or query from a collection of documents. Word difference or
mismatch is the basic problem for information retrieval. A query is usually a short and
incomplete description of the underlying information need. The users of Information
Retrieval systems and the authors of the documents often use different terminology to the

same concepts (Jinxi, X. 1997).

Similarly, recently there is huge number of different documents in Tigrigna language
such as Tigrigna books, magazines, journals, official documents etc.. To better access
those Tigrigna documents, from Information Retrieval systems, thesaurus generation is a

vital solution.

1.3 Statement of the problem

Thesauri are significant and valuable tools of IR systems for enhanced term classification
during indexing, and query expansions during searching. Thesauri are used in web
applications, but the majority of them are manually constructed (Jos’e, R. and Lourdes,
A. 2006). Manual approaches often suffer from the problem of low coverage (limits its
availability to some particular topics) and high expense. In addition, a thesaurus normally
requires to be periodically updated to include new terminology, in particular in modern

terms, such as those related to Technology (Jos’e, R. and Lourdes, A. 2006).

One of the major problems in modern Information Retrieval is the vocabulary problem
that concerns the representativeness between terms used for representing documents and
the terms used by the searchers to describe their information need (Hayel, K. ef al.,

(n.d.)). Besides the information overload, another challenge in information processing is

3



the vocabulary mismatch problem, referring to the fact that people tend to use different
terms to describe a concept. Due to their different backgrounds and expertise, the chance
that two people describe a concept using the same term is pretty low, this even may
happen with a same person, he or she may use different terms to describe the same
concept at different times because of the learning process and the evolution of concepts
(Libo, C. 2006). One way of handling the vocabulary problem is using a thesaurus that

shows the relationships among terms.

“Thesauri are used to standardize terminology and to provide alternative and preferred
terms for any application” (Jos’e, R. and Lourdes, A. 2006). Professionals or content
developers in the same field may employ different terminologies for the same thing. At

this time thesaurus helps in making the terminology standard.

Therefore, the purpose of this research work is to conduct automatic thesaurus for

Tigrigna text retrieval to assist in the development of an effective Tigrigna IR systems.

1.4. Objective of the study

1.4.1 General objective

The general objective of this research is to develop automatic thesaurus for Tigrigna text

retrieval from document collection.
1.4.2 Specific objectives

To achieve the above general objective the researcher has the following specific

objectives:

e Study literatures, techniques and tools applicable to thesaurus construction

e Investigate the terms of the language that pertain to thesaurus construction

e Compile a corpus for thesaurus generation

e Evaluate the performance of the thesaurus generation system using test datasets

¢ Provide concluding remarks and recommendations for future research.



1.5 Methodology

To achieve the goals of this study, the researcher followed the following methodology.
1.5.1 Literature Review

Review of literatures such as books, articles, journals and the Internet are conducted to
investigate the principles/theories of the various approaches, techniques and tools that are
employed in different areas and if relevant to this research work. Furthermore, features of
thesauri and approaches to automatic thesaurus construction had studied. Based on the
Literatures planned to study features and approaches had investigated and used for

automatic thesaurus construction for Tigrigna text retrieval.
1.5.2 Development Tools

The Python programming language was used as a development tool because it is suitable
for text manipulation. Further it is also available with GNV lisence which made it

accessible for the research.
1.5.3 Data Preparation

A corpus was developed by gathering Tigrigna documents. In order to get the documents
and some important information, domain experts are consulted and linguistic literature in

the Tigrigna language had been reviewed.

1.6 Scope and Limitations of the study

There are several types of thesaurus construction methods suggested by different
researchers for different languages. However, the scope of this research is construction of
automatic similarity thesaurus for Tigrigna documents based on term-term co-occurrence
value from document collection. It has included some stemming and stopwords
elimination. The lack of a freely available electronic corpora, standard stemmer and
complexities of Tigrigna orthography were some of the challenges to this research. Other

limitations are the thesaurus terms are composed of single word terms and does not
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included documents which have encoding different from Unicode encoding. In this
research only affixations (specifically prefix and suffix) are dealt with, infix and other

morphologies are not considered.

1.7 Significance of the Study

It is believed that the work will:

e Contribute to enhance Tigrigna Information Retrieval search engines.
e Make easy the interface between Tigrigna language users with content
developers.

e Use for other researchers as a frame work for further research

1.8 Organization of the Thesis

This research is organized in to five chapters. Chapter one is an introduction to the work,
where the problem statement, the motivation behind the research and the objectives are
discussed. Chapter two presents concepts and approaches of thesaurus construction,
including overview of thesauri, approaches, features, application of thesaurus, and related
works. Features of the Tigrigna language and other related topics that are required for
better understanding of the domain are also discussed in this chapter. Techniques and
algorithms particularly applied in this work are presented in chapter three. Chapter four
discusses the experiment conducted and results thereof. In chapter five conclusions and

recommendation are provided



CHAPTER TWO

LITERATURE REVIEW

The literature review section deals with, purposes and uses of thesauri, features of
automatic thesauri, approaches to automatic thesaurus construction, construction of
vocabulary, stemming, conceptual models, similarity computation, and Tigrigna language

with its writing system.

2.1 Overview of thesauri

A number of researchers have conducted thesaurus research on different languages and
discussed on the uses, features and approaches of thesaurus. There are many different
definitions of thesauri, varying from quite modest definitions that focus on the relations
between words without stating which kinds of relations that are meant, to such definitions
that state more exactly which relations that are concerned (Monica, L. 2002). Scholars
(Karen, S. and Peter, W. 1997) defined thesaurus in two ways. The first is in terms of its
function, a thesaurus is a terminological control tool used in translating from the natural
language of documents, indexers or users (searchers) in to a “more constrained system
language (documentation language, information language)”. The second is in terms of
structure, a thesaurus is a controlled and dynamic vocabulary of semantically related

terms which covers a specific domain of knowledge.

Thesauri are intellectual creations and they are rich semantic networks of vocabulary
terms. Thesauri as unique tools facilitate the society and access of information. Studying
the current and potential application of thesauri is important; particularly as people
increasingly search information systems from their comfort such as from own home,
wireless network connections and other places without assistance from information

professional (Jane, G. 2004).

A thesaurus is a structured collection of concepts and terms for the purpose of improving
the retrieval of information. A thesaurus should help the searcher to find preferable

search terms, whether the terms be descriptors (keywords) from a controlled vocabulary



or the multiple terms needed for a comprehensive free-text search all the different terms
that are used in texts to express the search concept. Most thesauri establish a controlled
vocabulary, a standardized terminology, in which each concept is represented by one
term, a descriptor, that is used in indexing and can thus be used with confidence in
searching; in such a system the thesaurus must support the indexer in identifying all
descriptors that should be assigned to a document or other object in light of the questions

that are likely to be asked (Dagobert, S. (n.d)).

A well-constructed thesaurus has been recognized as a valuable tool in the effective
operation of an information retrieval system as expansion of queries with related terms
using thesaurus can improve performance (Hazra, I. and Aditi, S. 2009). A good
thesaurus provides, through its hierarchy better terms by associative relationships
between concepts. It is a semantic road map and guidance for searchers, indexers and
anybody else interested in an orderly grasp of a domain specific field (Dagobert, S. (n.d)).
There are different approaches of indexing One of which is user-oriented indexing. In the
approach of request-oriented indexing (or user-oriented indexing) the concepts to be
included in the thesaurus are collected from actual and expected search requests. They are
then organized into an easily grasped structure that serves as a framework or checklist for
the indexer in analyzing objects or documents. The users have told the thesaurus builder
what they are interested in and the thesaurus builder has organized these interests into a
logical framework that communicates user interests to the indexer. The indexer can now
consider these interests in analyzing documents, making sure that an object or document
will be assigned all descriptors under which a user may want to find them. Request-
oriented indexing requires a well-structured thesaurus; it depends on the semantic road
map provided by the thesaurus. Request-oriented indexing starts with a hierarchical

display, using the alphabetical display only for augmentation (Dagobert, S. (n.d)).

Thesaurus construction approaches are typically divided into manual approaches and
automatic approaches. Though, some form of manual thesaurus construction is
mandatory due to the relational complexities, semantic ambiguities, and dynamics,
inherent in languages, manual construction and maintenance is complex and time

consuming (Jesper, W. 2004). It is prone to contain errors and is hardly ever consistent;



furthermore, it must be kept up-to-date continually if it is to be of any use. A carefully
crafted thesaurus can improve the effectiveness of an information retrieval system
considerably and is therefore an important component. It can aid the researcher in
formulating his queries more effectively and provide disambiguation of problematic
terms. A thesaurus constructed automatically from a document collection is useful for
two reasons: (1) it can include implicit knowledge about the domain contained in the
documents; (2) it does not suffer from the problems of manually constructed thesauri.

(Sebastian, M. K. 2004).

The attractive aspect of automatically constructing or extending lexical resources rests
clearly on its time efficiency and effectiveness in contrast to the time consuming and
outdated publication of manually compiled lexicons. Its application mainly includes
constructing domain-oriented thesauri for automatic keyword indexing and document
classification in Information Retrieval, Question Answering, Word Sense

Disambiguation, and Word Sense Induction (Dongqiang, Y. and David, M. 2008).

A thesaurus is a prearranged list of terms, usually related to a particular domain of
knowledge. Different professionals use different terminology to express the same thing.
Thesauri are used to standardize terminology and to provide alternative and preferred
terms for any application. They are especially useful in indexing and retrieving
information processes, by providing the different forms which a concept can adopt. There
are three basic relationships between thesaurus terms. The first is Terms related by the
equivalence relationship have an equivalent meaning, in different senses (they are
synonyms; one is the translation to the other, its archaic form, etc). The second one is in a
set of equivalent terms, one of them, distinguished as the preferred one, and is used in the
hierarchies and for indexing. Preferred terms are arranged into hierarchies with different
numbers of levels. These levels go from the broadest type of term to the narrowest and
most specific one. Finally, there can be associative relationships between terms which are
not connected by a hierarchy, for example because they are narrower terms of different
broad terms, but they still present some kind of relationship (Jos’e, R. and Lourdes, A.

2006).



Thesaurus classification in the development of information retrieval, including the rise of
web search engines and the storage of Meta data, different kinds of lexicons or
dictionaries were used to improve information retrieval approaches. One of this is the so
called controlled vocabulary. A controlled vocabulary contains the normalized forms of
all the words that are important for a specific domain. These collections of technical and
well-defined concepts are normally created by specialists. In the opening of the process
of enhancing a thesaurus it is mostly necessary to find concepts which are relevant for the
thesaurus. The thesaurus could be improved by adding words from the document corpus.
But obviously not every word that appears in the corpus has the same relevance for the
thesaurus. A ranking method is needed to classify the most relevant concepts out of the

documents (Robert, M. 2009).
2.2.1 Purposes and uses of thesauri

Information Retrieval systems are specially designed for the purpose of searching
relevant items with respect to an information need of a user. This would be ideally
realized by a system that understands the inquiry of the user as well as the content of the
documents in the document collection. The search is usually based on the searchable
items which are wusually terms. The process of mapping documents to term
representations is called indexing. In most retrieval systems, the index terms are all words
in the documents with the exception of stopwords like, determiners, prepositions and
conjunctions. A search request (query) then consists of terms, and the documents in the
result set of the retrieval process are those that contain these query terms. Most of the
works in retrieval research in the previous decades have been concentrated on refining
this term based search method. One of these refinements is to use a thesaurus. A
thesaurus in the field of information and documentation is an ordered completion of
concepts which serves for indexing and retrieval in one specific domain. A central point
is not only to define terms but also relations between terms (Gerda, R. (n.d)). In
Information Retrieval thesaurus describes a certain knowledge domain by listing all its
main concepts and semantic relations between them. In their simplest form thesauri
consist of a list of important terms and semantic relations between them. Thesauri have

been used in documentation management projects for years. Manual thesauri were even
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used by libraries and documentation centers long before the computer era. This long
tradition and the more recent success of the thesaurus based information systems has led
to adoption of thesaurus-based techniques by industries and to the development of
international standards. The purpose of thesaurus is to provide help for users in time of
searching and to improve the building of the query. In fact, this can improve the

perception of the system answer to the user.

The selection of search terms for query formulation and expansion is a challenging task
within the information search and retrieval process. Two general approaches have been
adopted in studies on search term selection which are system-centred and user-centred.
The system-centred approach is represented by work on algorithms and evaluation based
on the traditional IR model, a model that fundamentally ignores the users and their
interaction with the system. In contrast, the user-centred approach focuses on the
cognitive, interactive, and contextual aspects of IR and considers users, use, situations,

context, and interaction with system (Ali, A. S., et al., (n.d.).

A thesaurus is a sort of terminological base: it is a collection of terms, plus a set of
relations among them and designed to support the user in creatively selecting vocabulary.
This thesaurus is presented to the user so the user can choose terms among it and use to
retrieve potentially relevant documents from large collections. If these terms are extracted
from the actual corpus, they can be used into the query. Structuring the thesaurus can
help the user finding the right term in a given domain (Jean-Pierre, C. (n.d.)). Thesaurus
mainly uses in time of Indexing and Searching. In Indexing, thesaurus uses to select the
most appropriate thesaurus entries for representing the document. In Searching, it uses to
design the most appropriate search strategy. Which means if the search does not retrieve
enough documents, the thesaurus can be used to expand the query; if the search retrieves

too many items, the thesaurus can suggest more specific search vocabulary.

Designed for vocabulary control and knowledge representation, a concept structure is a
systematic organization of important vocabularies, which usually contains a finite set of

carefully chosen concepts and terminologies, and some kinds of relationships between
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these concepts and terminologies. According to the relationships, the vocabularies may

be further organized in structures of different forms for easier access (Libo, C. 2006).

A thesaurus is used to standardize terminology and, as a result, allows the recording of
information in a consistent and retrievable way. It provides the user with a single
preferred term to use where there is a choice of terms with the same or similar meaning.
By standardizing information that is entered onto a database it is easier to search records
and retrieve the required output. The use of a thesaurus allows the retrieval of
information created by someone else, it also allows users to access and retrieve data. The
simplest way to ensure that the information is consistent is to use a wordlist. This is
simply an alphabetical list of representative terms used to control the information in the
collection of documents (corpus). A wordlist by itself does not allow the user to create
relationships between the terms. Using a thesaurus can greatly aid the indexing and
retrieval of information. Even though its development is complex, a thesaurus offers
many advantages in comparison with a list of keywords. For instance, the efficiency of
the selection of terms is improved and recurrent data are eliminated by the hierarchical
and associative structure. A thesaurus also allows a group of users to make use of a
similar system of indexation whatever the level of precision their research may require

(Phil, C. 2011).

Thesaurus is one of the major ways of providing searchers with terminological support in
the query formulation and expansion. A thesaurus consists typically of controlled
vocabulary, which represents the semantic relations between the terms. A searching
thesaurus is developed for supporting users in query formulation and expansion by
suggesting additional terms, synonyms and narrower terms (Anne, S. and Pertti, V.

2004).

Information retrieval is the key technology for knowledge management which guarantees
access to large corpora of unstructured data. Modern information retrieval systems use a
range of statistical and linguistic tools to scale up the effectiveness of searching textual
documents. One of the main problems that characterize natural language texts is the fact

that a single word may occur in some (or many) different forms, as determined by the
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language’s inflectional and derivational morphologies. This is a problem for IR systems
even in a language like English that has a relatively simple morphology; it is a much
greater problem for languages with more complex morphologies that can yield hundreds
or even thousands of variants from a single word (Nega, A. and Peter, W. 2003). From
this point of view thesaurus construction has a vital role to scale up the effectiveness of

searching textual documents.

In general (Karen, S. and Peter, W. 1997) have grouped the major purposes of thesaurus

In to seven.

1. To present a map of a given field of knowledge, including how concepts or ideas
about concepts are related to one another, which helps an indexer or a searcher to
understand the structure of the field.

2. To provide a standard vocabulary for a given subject field which will ensure that
indexers are consistent when they are making index entries to an information
storage and retrieval system.

3. To make available a system of references between terms which will ensure that
only one term from a set of synonyms is used for indexing one concept, and that
indexers and searchers are told which of the set is the one chosen; and to provide
guides to terms which are related to any index term in other ways, either by
classification structure or otherwise in the literature.

4. To give a guide for users of a system so that they choose the correct term for a
subject search; this stresses the importance of cross-references. If an indexer uses
more than one synonym in the same index- for example, “abroad”, ”foreign”, and
“overseas”- then documents are liable to be indexed randomly under all of these;
a searcher who chooses one and finds documents indexed there will assume that
he has found the correct term and will stop his search without knowing that there
are other useful documents indexed under the other synonyms.

5. To set new concepts in a scheme of relationships with existing concepts in a

way which makes sense to users of the system.
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6. To supply classified hierarchies so that a search can be broadened or narrowed
systematically, if the first choice of the search terms produces either too few or
too many references to the material in the store.

7. A desirable purpose, but which it would be premature to say is being achieved, is
to provide a means by which the use of terms in a given subject field may be

standardized.

2.2 Features of automatic thesauri

2.3.1 Co-occurrence analysis

Term co-occurrence analysis is an approach used in IR researches for forming multi-
phrase terms. Lexical co-occurrence analysis is closely related to Latent Semantic
Indexing (LSI). In LSI, document-by-word matrices are created and processed by
Singular Value Composition (SVD) instead of word-by-word matrices. The nature of
differences between lexical co-occurrence and LSI are of technical and conceptual nature.
Technical nature, deals with time complexity. LSI analysis is more time consuming than
SVD, LSI analysis does not have strong relation between time complexity and corpus
size as Lexical co-occurrence analysis. Conceptual nature, concerns with the fact that the
lexical co-occurrence approach uses term representations independently, whereas in LSI
term representations are only used to compute document representations (Monica, L.

2002).
2.3.2. The concept space approach

A concept space is defined as a network of terms and their respected weighted
associations which can represent concepts (terms) and their associations. The association
value between two terms is a quantity between 0 and 1; this value is Computed from the
co-occurrence of terms from a given document collection and it represents the strength of
similarity between the terms. The association is minimum 0 and maximum 1. Zero
association between two terms means the terms have no similarity. It is because the terms

never co-exist or co-occurred in a document. If there is nearest to 1 association value
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between term one and term two, based on the idea of concept space, the terms are highly

related in the document collection (Felix, C., et al., 2002), (Monica, L. 2002).

2.4 Approaches to automatic thesaurus construction

Thesaurus can build all types of relationship that exist between words, such as hierarchic,
synonym, and morphological relationships (Nurazzah, A., et al., 2010). It is a set of
concepts in which each concept is represented with at least synonymous terms, broader
concepts, narrower concepts, and related concepts (Yousef, A. and Fernand, V. 2002). In
other words thesaurus is a kind of dictionary that defines semantic relationship among
words. Automated thesaurus dictionary construction (machine-understandable) is one of
the most difficult issues, though its effectiveness is widely proved by different research
areas such as natural language processing (NLP) and information retrieval (IR).
Thousands of contributors have spent much time to construct high quality thesaurus
dictionaries in the past. However, since it is difficult to maintain such huge scale thesauri,
they do not support new concepts in most cases. Therefore, a large number of studies
have been made on automated thesaurus construction based on NLP. However, issues due
to complexity of natural language, for instance the ambiguous/synonym term problems
still remain. There is still, a need for an effective method to construct a high-quality
thesaurus automatically avoiding these problems (Kotaro, N., et al., 2007). In general,
building manual thesauri requires a lot of human labor from linguists or domain experts
and they are expensive to build and there is high demand of automatic thesaurus

construction.

Automatic thesaurus construction is an extensively studied area in information retrieval.
The original motivation behind automatic thesaurus construction is to find an economic
alternative to manual thesauri. Almost all automatic thesauri are based on the so called
association hypothesis, which states that words related in a corpus (collection of
documents) tend to co-occurrence in a corpus (Jinxi, X. 1997). There are three
approaches to construct automatic thesaurus. The first approach is designing a thesaurus
from document collection, which uses a collection of documents as the source for

thesaurus construction. Second is merging existing thesauri, when two or more thesauri

15



for a given subject exist, that need to be merged into a single unit, and the third is based
on tools from expert systems, thesauri are built using information obtained from users

(Yousef, A. and Fernand, V. 2002), (Nurazzah, A., et al., 2010).
2.4.1 Thesaurus from document collection

Automatic thesaurus from document collection is generated by computing the co-
occurrence values between domain-specific terms found in a document collection. These
co-occurrence values are derived from the term frequency and document frequency of the
terms (Schubert, F. Siu, C., et al., 2000). (Yousef, A. and Fernand, V. 2002) This is a
standard to designing a thesaurus from document collection. In this approach the idea is
to use a collection of documents as the source for thesaurus construction. Designing a
thesaurus from document collection assumes that a representative body of text is
available. Using statistical or linguistic procedures, it is possible to identify vital terms as

well as their significant relationships.
2.4.2 Merging existing thesauri

Merging existing thesauri is appropriate when two or more thesauri for a given subject
exist, that need to be merged into a single component. If two or more existing thesauri are
available, merging is likely to be more efficient than producing the thesaurus from

scratch or clean sheet (Yousef, A. and Fernand, V. 2002).
2.4.3 Thesaurus based on tools from expert systems

Thesaurus based on tools from expert systems approach is used to build automatic
thesauri using information obtained from users. For example, if two terms of query of a
user used to retrieve systems are combined by OR these terms are probably synonyms.
Most of the term pairs may either morphologically similar like “net” and “network™ or

translations of each other (Yousef, A. and Fernand, V. 2002).
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2.5 Construction of Vocabulary

In Information Retrieval, often distinction is made between controlled and uncontrolled
vocabularies. Uncontrolled vocabularies allow for every token in a document to be a
potential index term, without giving consideration to word form and other linguistic
features. Controlled vocabularies on the other hand, have rules that regulate which words
that are allowed to be index terms, as well as the word forms and other specific features
of those terms. A thesaurus is a controlled vocabulary that shows relations (e.g. semantic)
between terms, which can aid searchers in finding related terms to expand queries

(Monica, L. 2002).

The aim of vocabulary Construction is to identify the most representative terms (words
and phrases) for the thesaurus vocabulary from document collections. The first step is to
identify an appropriate document collection. Next step is to determine the required
specificity for the thesaurus. Then the vocabulary terms are now ready for normalization.
The simplest and most common normalization procedure is to eliminate very trivial
words such as prepositions and conjunctions. The next standard normalization procedure
is to stem the vocabulary. Stemming reduces each word into its root form. In vocabulary
construction the relevant aspect is term selection for the thesaurus from the document

collections (Schubert, F. Siu, C., et al., 2000).

Controlled Vocabulary (CV) construction by automatic or semi-automatic methods can
be categorized into statistical and linguistic approaches. In the statistical approach, terms
are extracted from a document by IDF (inverse document frequency). Adapted to the
controlled vocabulary construction problem, the assumption is that frequently co-
occurring words with a text window (sentence, paragraph or whole text) point to some
semantic cohesiveness. The co-occurrence approach needs human intervention before
terms can be used for controlled vocabulary creations. In the linguistic approach, terms
and their relations are based on the distributional context of syntactic unit (subject and
object) and the grammatical surrounding function these unit. Suppose we have two terms

“Electronic business" and “Electronic industry". These two terms can be semantically

17



mapped. The substituted words are semantically close (i.e. business and industry)

(Ahsan-ul, M. and Margherita, S. (n.d.)).

2.6 Stemming

Stemming is a computational process removing inflectional and derivational affixes and
returning a word base, not necessarily a real word. The main difference to morphological
normalizing is that normalizing turns the word to lexical full base form. The negative
effect of stemming and normalization as processes in information retrieval is that they
may produce noise as unrelated word forms are sometimes conflated to a single form.

(Turid, H. 2003).

Natural language texts have Variations in word forms. The reasons for such variants
include requirements of grammar usage, antonyms, transliteration, abbreviation, and
spelling errors. In natural language text the main source of word variation is morphology,
natural language text with suffixing and prefixing being the most common ways of
creating a word variant, both inflectional and derivational morphologies can result in very
large numbers of variants for a single word depending on the morphological complexity
of a language. Morphological complexity can have a strong impact on the effectiveness
of information retrieval (IR) systems. Therefore, there is a need for automated procedures
that can reduce the size of a lexicon to a controllable level, and also capture the strong
relationships between different word forms (morphology). Morphological analysis, the
identification of a word-stem from a full word form, helps in conflating semantically

related words to the same form (Nega, A. and Peter, W. 2002).

Stemming is used for reducing different morphological variants of a word into a common
form. It is widely used in IR, with the assumption that morphological variants represent
similar meaning. It is applied during indexing and is used to reduce the vocabulary size,
and it is used during query processing in order to ensure similar representation as that of
the document collection. For morphologically less complex languages like English or
Swedish, this usually involves removal of suffixes. For languages like Ambharic or
Arabic, that have a much richer morphology, this process also involves dealing with

prefixes, infixes and derivatives in addition to the suffixes (Atelach, A. and Lars, A.
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2007), (Nega, A. and Peter, W. 2002). Likewise Tigrigna language has a rich morphology

and it deals with prefixes, suffixes, infixes and derivatives.

2.7 Similarity Computation

Similarity computation deals with deriving a relationship between pairs of terms. Two
common computations are the cosine and dice coefficients (Schubert, F. Siu, C., et al.,
2000), (McGill, et al., 1979) After the significant thesaurus vocabulary has been
identified, determining the statistical similarity between pairs of terms is followed. There
are a number of similarity measures available in the literature. Two of these are Cosine
and Dice. The first calculates the number of documents associated with both terms
divided by the square root of the product of the number of documents associated with the
first term and the number of documents associated with the second. And the second
computes the number of documents associated with both terms divided by the sum of the

number of documents associated with one term and the number associated with the other.

The similarity between any two documents (or between a query and a document) can
subsequently be determined by the distance between vectors in a high dimensional space.
Zero distance between words indicates similarity and the most common similarity
measure is the cosine coefficient. Cosine coefficient defines the similarity between two
documents by the cosine of the angle between their two vectors. It resembles the
normalized inner product of the two vectors, means inner product divided by the products
of the vector lengths (square root of the sums of squares)( Katy, B. Chaornei, C., ef al.,

(n.d.)). The following figure illustrates sample similarity thesaurus output.
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Figure 2.1sample similarity thesaurus (Sebastian, M. K. 2004)

The information structure that we call a similarity thesaurus is a matrix that consists of
term-term similarities. A similarity thesaurus is based on how the terms of the

probabilities of the documents representing the meaning of the terms (Kanyarat, L. 2003).

Word meaning can be regarded as a function of word distribution within different
contexts in the form of co-occurrence frequencies, where similar words share similar
contexts. Word similarity depends on to what extent they are interchangeable across
different context settings. The flexibility of one word or phrase substituting another
indicates its extent to be synonymous provided that the alternation of meaning in

discourse is acceptable (Dongqiang, Y. and David, M. P. 2008).

Many researchers have used term co-occurrence in IR to identify semantic relationships
that exist among terms. To classify relevant and non relevant documents query terms are
valuable, and then their associated terms will also be useful, and can be added to the
original query. A number of coefficients have been used to calculate the degree of

relationship between two terms.

20



Three well-known coefficients are Angel, F. Carlos, G., ef al., (n.d.):
Cij

Tanimoto (t;, t) =—————
( J) C1+Cj—{:i]‘

Cij

V Gi-Gj

Cosine (tj, ;) =

2.Gy5

Dice (ti, tj) = Ci+{:j

where C; and C; are the number of documents in which terms ti and t; occur, respectively,
and Cj; is the number of documents in which ti and tj co-occur. The coefficients have
values between 0 and 1: if two terms occur only in the same documents, the associated
coefficient is 1. If there is no document in which they co-occur, the value is 0. According

to the above equations:
Tanimoto:-

compute the number of documents associated with both terms divided by the sum of the
number of documents associated with one term and the number of documents associated

with the other minus the number of documents associated with both terms

Cosine:-
compute the number of documents associated with both terms divided by the square root
of the product of the number of documents associated with the first term and the number

of documents associated with the second term.

Dice:-

compute the number of documents associated with both terms divided by the sum of the
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number of documents associated with one term and the number of documents associated

with the other.

2.8 Tigrigna Language

There are criteria which qualify a language as a major language in a country. Three
criteria posits, one being a language is spoken by over a million speakers or by 25% of
the population; second being an official language; and third is being the language is
medium of education of over 50% of secondary school graduates. In 1970 Ambharic,
Oromo and Tigrigna had been meeting criterion and now there are five indigenous
languages which qualify are meeting criterion. Amharic and Tigrigna have substantial
written traditions and belong to the Semitic language family. The Ethiopic script is
central to the culture of Amharic and Tigrigna, and has long played a part in the culture
of other ethnic groups, not least in their contribution to discussions of change. The special
status of Geez as a religious and literary resource is intimately bound up with the script in
which it is written. Tigrigna as a mother tongue is predominant in Eritrea and northern
Ethiopia Tigray region. When Eritrea is a separate state, according to National Office of
Population 1993, estimated number of Tigrigna language mother-tongue speakers in
Ethiopia has fallen, further behind numerically in Ethiopia remains third. Tigrigna is
significant for its level of development in literature, literacy, standardization, etc.

(Thomas, B. and Wondwosen, T. 1996).

Tigrigna language has morphological complexity (Michael, G. 2009). As far as the
knowledge of the student researcher there are many people who speak only Tigrigna
language in the Tigray region in particular in the rural areas of the region. Medium of
education at primary level (1-8) is Tigrigna, Amharic and English are given as course; in
high school English is a medium of instruction, (9-10) Tigrigna is given as course and 11-
12 it is an elective course of (Tigrigna and Ambharic) languages. Since 1988 Tigrigna
language is offered as a minor field of study hosted in the department of Amharic and
degree program has started from 2006 academic year in Mekelle University, (Mekelle
University, 2010). Recently, AAU has started degree program in Tigrigna.
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Tigrigna which is a member of Ethio-Semitic family is spoken by 5-6 million people in
the Tigray region of northern Ethiopia and in Eritrea. Tigrigna is written in the Ge’ez
script the same as other languages in the Ethio-Semitic family (Michael, G. 2009). It is a
member of the Ethiopic branch of Semitic languages and it is written with a version of

the Ge'ez script and first appeared in writing during the 13™ century”( Omniglot, (n.d)).
2.8.1 The Tigrigna Writing System

All of the Ethio-Semitic languages of Ethiopia and Eritrea use the Ethiopic script (yacob,
D. 2005). In origin, The Ethiopic writing system is a South Semitic script, probably
derived from the Sabean system; which can be found in writing from the fourth century,
was leaved by” Giiz*“ to Amharic and Tigrigna. It essentially uses one character per
syllable, and consists of 275 symbols. The system works on the basis of seven ‘orders’
for each basic consonant symbol, representing seven vowels; in addition there are some
additional variants for “labialized” consonants (with vowel) (Thomas, B. and

Wondwosen, T. 1996).

A complexity that enters into Tigrigna spelling are the presence of Ge’ez loan words and
words derived from a Ge’ez root. Ge’ez is the ancient language of Ethiopia. Ge’ez had a
richer phonemic range and required additional letters for its orthography. Unlike Arabic
and Hebrew, Ethiopic is written from left to right. There is no case difference of letters or

distinction between upper and lower case.

The most salient graphical units in this writing system represent a consonant followed by
a vowel. Characters representing the same consonant followed by different vowels are
similar in shape. For example, here are the characters representing: /he/, /hu/, /hi/, /ha/,

/hie/, /h/ and /ho/:
v v 1 1 % v v
All of them have a sort of U-shape. Here are: /le/, /lu/, /1i/, /1a/, /lie/, /I/ and /lo/.

A A A A A A N
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As a result, the writing system is usually displayed as a two-dimensional matrix in which
the rows contain units beginning with the same consonant and the columns contain units
ending in the same vowel. The columns are traditionally known as "orders". The first
order, in Tigrigna, represents the vowel /e/, the second the vowel /u/, the third the vowel
/1/, the fourth the vowel /a/, the fifth the vowel (really diphthong) /ie/, and the seventh the
vowel /o/. The sixth order represents the consonant alone means the sixth order in the

letters simply represents the consonant by itself.

English alphabets are represented the Ge’ez letters more or less as per windows seven

Operating system representation.

If we count the ge’ez symbols (Appendix2) there are 275 symbols, as church scholars
saying, the five letters with five symbols are known as derived letters (.94 UPV.°-T)
and most of the rest 35 letters have derived letters from their fourth order letter. For
example, ,, :k, 71 e.t.c. The Tigrigna language also has punctuations for demarcation of

words, phrases and sentences. Some of the punctuations are:-

colon full stop semi-colon Comma preface colon

List of Words and phrases in Tigrigna Language are separated by ( * ), (3%) uses to close
a sentence or as sentence boundary. For two or more sentences to use them together ( §)

uses to separate them from each other. (*) was used as word boundary but these days
space is used instead.
Tigrigna uses two ways of numeric systems. These are the Arabic numbers and the

“Geez” or Ethiopic numbers. The following are the Ethiopic numbers. The Ethiopic

number system does not use a zero.

o

¢ r o

1
S
N
=
<
e
N
=
)
P
N
ey
=
o
=)
o

24



But currently almost all of the users are often using Arabic digits.
2.8.2 Tigrigna word formation and Challenges

Words in Tigrigna are formulated by integration of letters from its alphabets. A word
may have a single meaning or multiple meanings and the same meaning can be denoted
in different forms; this will be because of symbol redundancy (yacob, D. 2005), forms of
spelling and in consistency in writing (Andargachew, M. 2009), and stressing of the

word.

The first, symbol redundancy rises from same or approaching sound of distinct syllables.
For example, U and «h, A and 0, 8 & and m, P and ¥, pairs have approaching sound; &
and 0 pairs have the same sound. Words from these pairs of letters can be formed as
avP A and ovP A the same meaning which means Mekelle; m0.2., A0, and 002 the
same meaning which means (conduct or behavior); 41 and 00 also have the same
meaning milk. The second, various forms of spelling for the same word as in ‘0<h €’ Vs
‘Ohe’ | TIC LI Vs ‘“U16£9° and ‘0ILAC Vs h9TETC’. There is also
inconsistency in writing, as an example, ‘&EAZTANTC Vs ‘&€ ATANTP can be
written as one word or phrase. The third, some words can be sound by stressing or not.
Here words change their meaning. For example, the word ‘@»d.&’° has two meanings,
when it is not stressed it has the meaning bitter and when it is stressed it has the meaning
blame. The same to this there are words with different meaning such as ‘@»-1*4’ and

‘f16ch’ which have two meanings each.
2.8.3 Stemming for Tigrigna

Tigrigna uses affixation to drive different forms from stems. Common affixations in
Tigrigna are prefix, suffix, prefix-suffix pair and duplication. Because of its complexity
in morphological structure, a single Tigrigna word can have thousand of variants.
(Girma, B. 2001) has developed stemming algorithm for Tigrigna language text
documents. As reported the developed stemmer is an interactive system and uses context

sensitive rules that removes prefix, suffix, prefix-suffix pair, duplication of single and
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double letters. This explores the possibility of developing a stemmer to conflate variant

words of Tigrigna language for use in IR of the language.

The stemmer developed by (Girma, B. 2001), reported an accuracy of 84% to test file of
1568 words selected randomly from sample texts. Stemmers developed for other
languages could not be applied for Tigrigna language because of the morphological
complexity and difference in features of the language. This implies that developing an
effective and efficient Tigrigna stemmer is very challenging. For example the word
‘llIA 0’ (he eats) has many affixation and meanings because of its affixations, * (14,0+’,
‘AA0-t°, 0A%, “r0A0-, “HA%, ‘0A0°, ‘0405, ‘0A%TF9>, ‘1A629>,
‘NA07A°, QA7 “AAL Y, “1A07H°, “TNAAD’, “T(1AA.0 e.t.c

2.9 Related works

Related works to this research are studied in the following sections. The first section

discusses Tigrigna thesaurus and the rest deals with non-Tigrigna thesaurus.

2.9.1 Tigrigna thesaurus

As far as the knowledge of the researcher, there is no full-pledge Tigrigna thesaurus. But
(Mulu, G. 2001) has tried to develop bilingual thesaurus related to Tigrigna language.
(Mulu, G. 2001) has developed an English-Tigrigna bilingual thesaurus based on the
structure of Japanese Electronic Dictionary Research (EDR).In the process of generating
the bilingual thesaurus, the tools and techniques used for developing the EDR dictionary
are used. The thesaurus or dictionary has been developed based on the noun forms and
functions of English and Tigrigna languages. As reported the complexity of Tigrigna can
be resolved by applying the techniques applied for irregular plural forms in English. As
reported the researcher shows the possibility to develop thesaurus and other electronic
materials for Tigrigna language and he has developed the system prototype using Visual

C++ for 500 head words.

2.9.2 Non- Tigrigna thesaurus
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In the next sub sections thesaurus works on Semitic languages Amharic and Arabic, and

non-Semitic languages English and Chinese are discussed.

2.9.2.1 Amharic automatic thesaurus

An automatic thesaurus generation for Amharic Text retrieval has developed by
(Andargachew, M. 2009). The endeavor was to develop thesaurus automatically for text
retrieval so as to help the development of effective and efficient Amharic retrieval
system. The developed system for automatic thesaurus generation for Amharic text
retrieval is domain independent. This means the system can be trained and used in
different domains without any modification as long as the documents collection has a
UTF-8 Unicode encoding. His experimentation of the system has made on Amharic Bible
documents. In the research WORD SPACE model is used for the automatic thesaurus
generation system and the WORD SPACE model was derived from the inverted file
index by using random projection algorithm for dimensionality reduction and nearest

clustering algorithm to generate thesaurus from the word space model developed.

The thesaurus developed by (Andargachew, M. 2009), which is reported has 58%
accuracy and has an outstanding feature in its efficiency in terms of its response time. It
takes only 12 minutes and 8 seconds to create 20,315 term vectors in the WORDSPACE.
The thesaurus was integrated to an IR system for query expansion in order to further
investigate its applicability Amharic information retrieval. The two most frequent and
basic measures for information retrieval effectiveness (precision and recall) were used
before and after using the thesaurus for query expansion. Stemming and stop word
elimination components of the system has play vital role in the thesaurus generation and

are evaluated.

Andargachew has discussed related works to his work, features and approaches of
thesaurus construction. In addition he discussed Ambharic scripts and the Ethiopic writing
system with its Unicode representation in computer; ambiguities and inconsistencies in
Ambharic writing system. A corpora based automatic thesaurus generation approach is

used to construct thesaurus for Amharic document collection. To develop the work, he
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has used Java programming language for the programming task and the semantic vectors

API for developing WORD SPACE model for document collections.

The researcher concluded that thesauri are among the components of IR systems and
plays a significant role for enhancement of recall. Manual thesaurus construction is time
consuming, labor intensive and suffers low coverage. It is costly, requires highly skilled
experts in a subject domain, highly conceptual and knowledge intensive task. To solve

these problems automatic generate thesaurus is required.

2.9.2.2 Arabic Monolingual thesaurus

In Arabic language, an automatic thesauri has been Designed and build using term-term
similarity and association techniques by (Hayel, K., et al., (n.d.)). The thesauri can be
used in any special field or domain to improve the expansion process and to get more
relevant documents for user's query using Arabic language. The researchers use the
definition for thesaurus as Merrian Webster Dictionary definition, thesaurus is i: book of
words or of information about a particular field or set of concepts; Especially, a book of
words and their synonyms ii: a list of subject headings or descriptors usually with a cross-
reference system to be used in the organization of a collection of documents for reference
and retrieval. Thesaurus contains creative synonyms and related phrases that allow

authors to enhance their vocabulary.

They use three phases in their thesaurus development. The first phase is about document
preparation that means removing stop words, tokenization (deleting punctuation marks,
commas, special signs, and numbers), normalization and stemming. Elimination of stop
words reduces the size of the indexing structure and thus increases the performance of the
system and enables it to retrieve more relevant documents. As reported the researchers
use the stemming algorithm of (Smeaton, A.F., et al., 1983), with a little bit modification
and they Use Vector Space Model to put the text of documents and the query in vectors.
In the second phase, they select index terms. Terms selected for index term are terms
which are repeated two to seven times in the text. This indicates the researchers ignore

the terms that appear in most documents in the collection (i.e., have high frequencies),

28



and the terms that appear only once in a document (i.e., terms that have low frequencies).
Their expectation was use of a controlled vocabulary leads to an improvement in retrieval
performance. Creating the inverted file based on the stemmed words of each document.
The stemmed words technique which was used, was suffix prefix removal. They have
used C# and a SQL database to implement their work, by computing term frequency (tf),
inverted document frequency (idf), and tf*idf. In the third phase, to build the thesaurus
they made comparison among the laws (Inner product, Cosine, Jaccard or Dice) used in
finding 'Term Similarity'/'Term relationship' between the different terms. AS a result,
Cosine equation was used in building the similarity thesaurus because of its
commonality. The computation of term frequency (tf), inverted document frequency
(idf), and tf*idf is conducted. In addition, they calculate the weight or tf*idf of each term
in a document by multiplying the normalized term frequencies with inverse document
frequencies. After these steps, the inverted file that contains index terms (i.e., words) and

terms frequency and the weight of each term in a document retrieved.

The researchers use 242 documents that were presented in the Saudi Arabian National
Computer Conference, for each run 59 queries entered automatically .They have designed
and built an automatic information retrieval system from scratch to handle Arabic text.
To achieve this goal, they have constructed an automatic stemmed words and full word
index using inverted file technique. Depending on these indexing words, the researchers
have built three information retrieval systems. Information retrieval systems are
developed using a term frequency-inverse document frequency (tf*idf) for index term
weights. In addition the researchers used Similarity Thesaurus by using Vector Space
Model with four similarity-measurements (Cosine, Dice, Inner product and jaccard) and
compared between the similarity measurements to find out the best that will be used in
building the Similarity thesaurus. At last, the researchers used an Association thesaurus
by Applying Fuzzy model for index term weights. They implemented their system in C#
language, and Runs on IBM/PCs and compatible microcomputer. The results they get

were analyzed using the Recall and Precision criteria by applying 59 queries.

AS the researchers’ explanation, their experiment showed that the Jaccard and Dice

similarity measurements are the same for the VSM model, while the Cosine and Inner

29



similarity measurements are the same as well, but they are a little bit better than Jaccard
and Dice measures. Their study points, that the best case for development of information

retrieval system is using association thesaurus with stemmed words.

2.9.2.3 English monolingual thesaurus

(Olena, M. Ian, H. 2006) and (Dongqgiang, Y. and David, M. P. 2008) have developed

English thesaurus.

(Olena, M. Ian, H. 2006), developed a domain specific thesaurus based automatic
“Keyphrase” Indexing. “Keyphrases” represents a brief but precise summary of
documents. The domain of the study used on UN Food and Agricultural Organization
(FAO) by randomly downloading 200 full text documents from
(www.fao.org/documents/) for the training and evaluation material. There are Keyphrase
extraction and term assigning existing approaches. In Keyphrase extraction, the phrases
occurring in the document are analyzed to identify apparently significant terms, on the
basis of properties such as frequency and length. In term assignment, term assignments
are chosen from a controlled vocabulary of terms, and documents are classified according

to their content into classes that correspond to units of the vocabulary.

AS reported, (Olena, M. Ian, H. 2006), uses keyphrase indexing, an intermediate
approach between keyphrase extraction and term assignment that combines the
advantages of both and avoids their limitation. Documents in the collection are pre-
processed. That means, White space and punctuation are used to segment each document
into individual tokens; Elimination of stop words, stemming remaining terms and sorting
them into alphabetical order are conducted. For semantic term conflation, non-
informative terms are replaced by their equivalent representative terms and for each
training documents, candidate terms are identified and their feature value are calculated.
Four features turned out to be useful in their experiments. These are the TF*IDF score,
the position of the first occurrence of a phrase, the length of a candidate phrase in words
and the node degree or the number of thesaurus links that connect the term to other

candidate phrases. Index terms were assigned to the documents by professional indexers.
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Three semantic relations bi-directional links between related terms (RT) and Inverse links

between broader terms (BT) and narrower terms (NT) were defined.

(Dongqiang, Y. and David, M. P. 2008), developed an automatic thesaurus for English
language. As ground of their automatic thesaurus construction, distributional similarity as
often calculated in the high dimensional vector space model (VSM). They proposed that
to first categorize contexts in terms of grammatical relations, and then overlapped the top
n similar words yielded in each context to generate automatic thesauri. As they explained
in their report, the hypothesis was word meaning can be regarded as a function of word
distribution within different contexts in the form of co occurrence frequencies, where

similar words share similar contexts.

The researchers were first employed an English syntactic parser based on Link Grammar
to construct a syntactically constrained VSM to automate thesauri construction and the
word space consists of four major syntactic dependency sets that are widely adopted in
the current English language research on distributional similarity. After parsing 100
million-words from British National Corpus (BNC): and filtering out non-content words
and morphology analysis, they separately extracted the relationships to construct four
parallel matrixes or co-occurrence sets. The dependency sets that consider were RV:
verbs with all verb-modifying adverbs and the head nouns in the prepositional phrases;
AN: nouns with noun-modifiers including adjective use and pre/post-modification; SV:
grammatical subjects and their predicates; VO: predicates and their objects. Following
the reduction of dimensionality on the dependency sets, they created the latent semantic
representation of words through which distributional similarity can be measured so that
thesaurus items can be retrieved. (Dongqiang, Y. and David, M. P. 2008), employed

cosine similarity to compute similarity of word vectors.

The cosine of the angle 0 between vectors x and y in the n-dimensional space is defined

as:
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where the length of x and y is |x| and |y|.

As the researchers explanation Semantic similarity is often regarded as a special case of
semantic relatedness, while semantic relatedness also contains word association.
Distributional similarity consists of both semantic similarity and word association
between a seed word and candidate words in its thesaurus items, except for the ‘noisy’
words (due to the parsing or statistical errors) that hold no possible relationships with the

seed.

2.9.2.4 Chinese monolingual thesaurus

(Schubert, F. Siu, C., et al., 2000) developed an automatic Chinese thesaurus that can be
used to provide related terms to users queries to enhance retrieval effectiveness. The
thesaurus is developed by computing the co-occurrence values between domain specific
terms found in a document collection. Term frequency and document frequency of terms

is used to compute the co-occurrence values.

Since, Chinese texts has no word delimiters, an extra word processing called word
segmentation is used. Because there were not papers in English that detail the
construction of Chinese thesauri, the automatic thesaurus developed by examining
existing automatic thesaurus generation techniques and adapts them to the Chinese

language.

The system is trained using an economics domain; this is not because the thesaurus is
domain specific rather to derive a generic process for an automatic thesaurus generation
that can be applied to other subject domain. The researchers used the Economics
Terminology Dictionary, to identify and extract terms from the full text of each document
found in their corpus. At the time of implementation the researchers are not develop

Chinese IR system from scratch rather they modified an existing English language-based
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IR system, called, the mg(managing gigabytes) to support the Chinese IR and automatic
thesaurus generation. The corpus used in the research compromise three months

Economics news (documents).

Finally, to measure the effectiveness of the system set of queries were used. A total of 30
queries and the relevant documents for each query were derived and identified after
manual reading through the complete corpus. Results obtained from the experiments
conducted, ensures the automatic generated thesaurus is able to improve the retrieval

effectiveness of a Chinese IR system.
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3.1 Introduction
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Figure 3.1 depicts the model followed in the development of automatic Tigrigna
thesaurus generation. In the model the main tasks that are done for
preprocessing of Tigrigna text which are Transliteration, tokenization, stop
words and number removal, stemming, co-occurrence manipulation, and

similarity.

3.2 Preprocessing

Data preprocessing describes any type of processing performed on raw data to prepare it
for another procedure. It transforms the data into a format that will be more easily and

effectively processed for the purpose of the user (Christopher, D. Manning, ef al., 2008).

In this study, preprocessing is the process of making the data ready for further processing.
Since the collected documents are unstructured they are converted in to appropriate way
for thesaurus construction. It includes, transliteration, tokenization, removal of stopwords
and punctuations, stemming, and normalization processes. This helps to identify
representative or descriptive terms which are manageable for thesaurus construction

processces.
3.2.1 Transliteration

The Tigrigna documents are first transliterated to Latin using the System for Ethiopic
Representation in ASCII (SERA) transliteration scheme. This is because the converted
Latin scripts are convenient for stemming and internal processing of the documents. In
Tigrigna characters encapsulate consonants and vowels and this makes stemming using
the script difficult. For example, in the word @»9°D(C9® (their teacher), the suffix is A9
and the stem is @22°VY(C here removing the suffix is difficult but after transliteration to
Latin script removing the suffix “om” from the word “memhrom” to achieve the stem

“memhr” is easier.
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3.2.2 Tokenization

In NLP, tokenization can be defined as the task of splitting a stream of characters into
words. However, very often it is associated with lower or upper level processes (Habert et
al (n.d)). Lexical analysis is concerned about converting a given document to individual
words or tokens by the process known as tokenization. It deals with the identification of
term separators, accents, spacing etc. It also involves a decision on considering or
disregarding special characters like hyphens, digits, punctuation marks, spaces, letter
cases, etc. Usually punctuation marks, numbers, etc are ignored and white space is used
as word delimiter for processing. In Tigrigna language, words are usually surrounded by
whitespace and optionally preceded and followed by punctuation marks, parentheses, or
quotes. A simple tokenization rule can therefore be stated as follows: Split the character
sequence at whitespace positions and cut off punctuation marks, parentheses, and quotes
at both ends of the fragments to obtain the sequence of tokens. This simple rule is quite
accurate because whitespace and punctuation are fairly reliable indicators of word

boundaries in the language.

The stream of characters in a natural language text must be broken up into distinct
meaningful units (or tokens) before any language processing beyond the character level
can be performed. If languages were perfectly punctuated, this would be an easy to do: a
simple program could separate the text into word and punctuation tokens simply by
breaking it up at white-space. But real languages are not perfectly punctuated, and the

situation is always more complicated (Worku, K. 2009).

In this study, words are taken as tokens. All punctuation marks are removed and white
space is used as a word demarcation. Hence, if a sequence of characters is followed by
space, that sequence is identified as a word. Given a character sequence and a defined
document unit, tokenization is the task of identifying it up into pieces, called token;
perhaps at the same time throwing away certain characters, such as punctuation marks,

digits etc. Here is an example of Tigrigna text tokenization:

Input: Ach®P-1£: oo hl-127 L€ILLT %28G NH4PC 19T NTILAT AP::
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Output:

heh P L oo W07 REURET | 989 | T TCR 191 NTILAT | AP

There are eight tokens; seven of the tokens are useful for indexing after stemming
consideration. The set of index terms could be entirely distinct from the tokens. For
instance, they could be semantic identifiers in taxonomy, but in practice in modern IR
systems they are strongly related to the tokens in the document. However, rather than
being exactly the tokens that appear in the document, they are usually derived from them

by various normalization processes (Christopher, D. Manning, et al., 2008).

The major question of the tokenization phase is what are the correct tokens to use? In this
example, it looks fairly trivial: the researcher uses whitespace to slice and throw away or

strip punctuation characters.

Algorithm 3.1: Tokenization
do

Read the contents of a file

Split the content of the file in to list of words by white
space

For punc in punctuation mark list

If a word starts with punc then
Strip punc
end if
If a word ends with punc then
Strip punc
end if
end for

while end of file

37



3.2.3 Stopword and Number Removal

Stopwords are non-content bearing words in a document. They are words which occur
frequently and have less power in discriminating one document from another. Some are
used for syntactic purpose; for instance, articles, prepositions, conjunctions, etc.
(Christopher, D. Manning, et al., 2008). Stop words are normally removed from a
document to facilitate effective representation of a document. In information retrieval
system, stopwords have little or no contribution for retrieval process. So these terms
should be removed. Every language has its own list of stopwords. In the case of the
Tigrigna writing system these stopwords exist in different formats. A list of stopwords is
compiled from Tigrigna literatures and some other list of stopwords is also added to the
list by consulting with domain experts. For example, the following are some Tigrigna
stopwords occurring in different formats ( A%, 7.4, AR104%, A7} L K13 LrT,
ATHenin, Arrnge, Arrnehy, Arrinenl’r). So these variant of words are

needed to be stemmed to their root words and the stopword removal is performed on it.

The purpose of identifying stop words is, to remove insignificant words from the list of
index terms. Index terms are believed to represent documents or discriminate one
document item from the others; whereas, stopwords are not. Hence, using those words in
the list of index terms is unimportant. That is why their exclusion from index term list is
vital. The challenge here is some of the Tigrigna words are exist in different format. So,
it is very difficult to fully collect and remove the stopwords for the system development.
If a standard list of stopwords is available in the area, the performance of the system

would improve significantly. Tigrigna Stop words are listed at appendix 4.

Algorithm 3.2: Stop Word Removal
for stopw in stop list
if stopw in token list then

Remove stopw

end if

end for
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In most cases numbers are less discriminating among documents (Baeza-Yates, R. and
Ribeiro-Neto, B. 1999). In this study also, numbers are not considered as index terms. So,
index terms list of the study does not contain any number. In Tigrigna languages Ge’ez
numbers (Listed at Appendix 1) and Arabic numbers are possible to use in writing. These
numbers are removed during tokenization. There are possible cases to use numbers to
express things. For example, 079777 (name of company), 20%-% (name of certain
place), 7047 CJ~ (name of certain place) etc.. But in this study it is not considered.

Simply numbers are removed. So, index terms list does not contain any number.

Algorithm 3.3: Number Removal

For number is in number list

If number in token list then
Remove number

end if

If token starts with number then
strip number

end if

If token ends with number then
strip number

end if

end for

3.2.4 Stemming

In Tigrigna a word decline for number, person, gender etc. and stemming therefore, deals

about converting these varying forms of the same word into one-root form. Stemming is
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one of the preprocessing made on automatic Tigrigna thesaurus construction. To stem
word tokens to their root terms, since there is no available stemmer for Tigrigna a simple
stemmer that can remove common Tigrigna prefixes and suffixes was developed based

on the concept of the algorithm developed by (Girma, B. 2001).

The Tigrigna language is morphologically rich language. This is the main reason to
incorporate the stemming part in the thesaurus construction process of the system. In this
process words are stemmed to the root word. In the Tigrigna writing system affixes are
added in many positions of the stem. The stemmer developed removes prefixes and

suffixes only, other morphologies are not considered.

Stemming process is conducted after transliteration of the Tigrigna script using SERA
transliteration scheme into alphabetic, i.e. vowel and consonants are written separately.
The suffix and prefix removing routines assume that vowels are represented in writings.
In the stemmer, in most of the words after suffix removal the last character of the
remaining word is changed to “sades” and this makes some difference in meaning of the
root words. For example, the words: - A ¢4 P: A ACXPPL: AR CPT:
A% RACXCo-7: 0101 WI1PP: 0WIeP T Wil hWIfw- P77,
after transliteration the words become (Ethiopya, Ethiopyawi, Ethiopyawit, Ethiopyan,
Ethiopyawyan, Kenya, Kenyawi, Kenyawit, Kenyawi, Kenyawyan. To achieve the stems
of these 10 words, the suffixes, awi, awit, awyan should be removed and ya (“rabe”)
changed to y(“sads). Then the stems are two words (Ethiopy, Keney). This result is
different from the root (Ethiopya, Kenya) and it is common in suffix removal of many

Tigrigna words.

The rules to remove prefix or suffix from a given word may not always hold true. For
instance, if we remove the prefix 1 (’b’) and the suffixes of the words A 1-¢& 01
NACX P NAACXCPT: AAATSLPo- 7 the correct stem would be
acquired. But, this does not work for all Tigrigna words; removing {1’ (‘b’) from the
word “NCT7 (‘light”) would give ‘C¥°7’ (‘than’), which is meaningless; and removing
suffix ‘¢’ (‘na’) from ‘P4’ (‘main’) gives ‘P’ (‘wa’),which does not represent the

original meaning. Therefore, to handle such problems exception list was prepared for
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which affix removal rules do not apply. The stemmer developed takes words as an input

and removes prefix and suffix of the word if the word is not present in the exception list.

Table 3.2 shows an example of the prefixes and suffices removed and an example under
each affix; these are not the only affixes removed, list of all affixes considered for

stemming purpose are presented in Appendix 3.

Table 3.1 prefix and suffix removed during stemming

Example
Type Affix Word Translated to
gl NN Ech N é-ch
7 70¢-ch 0é-ch
><
b5
& 0% AN L0 E-ch 0é-ch
o0 I°0NEch N é-ch
agr 0I°0é-ch Né-ch
7 Né-ch’7 Né-ch
q NéchS Né-ch
e
&=
A M. Né-hil, Q1¢-h
h9° Nl chg® 01é-ch
e Né-ching® N¢-ch
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Algorithm 3.4: Stemming

For token not in exceptional list
If prefix in prefix list
If token starts with prefix then
L=length of prefix
token = token[L:]
end 1f
end 1f
If suffix in suffix list
If token ends with suffix then
L=length of suffix
token=token[:L]
end 1f
end 1f

end for

3.2.4 Normalization

This topic deals about words in the Tigrigna writing system which can be written in
different forms. In the Tigrigna writing system there are different words used with
spelling inconsistency. The need to handle various forms of words with the same
meaning is, to treat the same word with such different words as one word. In Tigrigna
language, there is various form usage of words and there is no rule where to use those
varying words. In the corpus collected for thesaurus construction of the current study,

inconsistent usage of such words is very common. If those words are not replaced with
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one common word, the same concept words are treated differently. As a result, we obtain

more than one index terms for the same word. The word ‘A£77* (‘positive’), for

instance, is found in the data written in three forms as ‘A®-73*, A®’?7}’ and ‘AP73;

which means, there are three index terms for the word ‘A#73~ (‘positive”), even if all

the three forms have the same meaning, ‘positive’. Such kinds of things increase

computational complexity (decrease efficiency) and decrease effectiveness (accuracy).

Therefore, all words with varying forms but having the same meaning are converted to

one common form. For example, inconsistency usage of sample terms in the Tigrigna

writing system and translation of them in the compiled corpus for this study are depicted

in table 3.2.
Table 3.2 Sample word normalization
Terms normalized to | transliteration meaning
o1 009 o1 Ebiet development
04.7: 08, 0L Edega market
ALANL: ALAL, AL AL adlayi needed
AT AP Aot AP S awonta positive
AT e RSN Ar%06 endustri industry
tacige: el Ao kuluKum All of you
@.40: o-4( ®-5(] wdabe association
AlARP: AChhP: RWlhhf AlAhnY areaeya thinking

More than 45 Tigrigna words are treated in the normalization process. Other painful thing

in the corpus processing work is the difference in spelling consistency and short form
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word representation. For example, many writers use “sads” and “sals” means sixth and
third sequence letters interchangeably, though, there is a big difference in between. This
issue is treated with normalization. Tigrigna users use short form representation for single
words and compound terms. For example, “I'/1: is the short form for “F9°VC-L
(education), 4.4 is the short form for A%0 A0Q0 (Addis Ababa). This is also treated

with normalization.

3.3 Vocabulary Construction

A thesaurus is a structured list of terms, usually related to a particular domain of
knowledge. Thesauri are used to manage the complexities of terminology and to provide
conceptual relationship of terms for any application. They are specially, useful in
indexing and retrieving information processes, in other words, they may specify
descriptors or keywords authorized for indexing and searching by providing the different
forms which a concept can adopt. These descriptors form a controlled vocabulary
(authority list, index language) (Jos’e, R. and Lourdes, A. 2006). In this study the

vocabularies are the terms acquired after preprocessing is conducted.

Vocabulary construction is the process of identifying the most representative or
informative terms for the thesaurus vocabulary from document collection. The main
stated criterion in vocabulary construction is the collection should be sizable and
representative of the subject area; and next determine the required specificity for the

thesaurus (Kanyarat, L. 2003).

3.4 Index Term Weight

All index terms are not equally important in representing and discriminating a document;
the degree of the terms in representing a document is different from one to the other. It is
thus, required to measure how important a term is with regard to representation and

discrimination of a document (Worku, K. 2009).

Term discrimination considerations imply that the best terms for document content

identification are those that are able to distinguish certain individual documents from the

44



remainder of the collection. (Gerard, S. and Christopher, B. 1988). In this study, index
terms are identified and co-occurrence matrix is developed which is useful for similarity

construction.

3.5 Term-term co-occurrence matrix for automatic thesaurus
construction

Thesaurus is able to disclose the conceptual knowledge of a document collection. The
basic idea of the automatically constructed thesaurus is to calculate the similarities
between two terms on the basis of their co-occurrence in a document collection (Wei S.,
Chenghua L., et al., 2006).The similarity measure can be done based on different

similarity measures, such as cosine, dice etc.

In automatic thesaurus construction, the entire document collection is analyzed and co-
occurrence relationships between terms are used to build a matrix of term-term
relationships. Usually, term-term matrices of this type contain weights which are a
measure of how related one term is with another term. These matrices are large and
computationally expensive to compute. The matrices are used to cluster terms based on
their co-occurrence data in the hope that terms that are closer together in this term-space
are synonymous. Conceptually, what is underlined is the role of documents and terms are
interchanged in the retrieval model. In essence, documents become the features of the
term. Thus, two terms that appear in the same document are indexed by a similar feature
and are deemed to have some type of synonymous relationship. Many formulae have
been proposed to measure the association between two terms using co-occurrence data.
The similarity between two terms k; and kj can be determined by evaluating the
difference between the two-vectors vector ki= (di1, dig, ..., din) and vector kj = (dj1, dje,
..., djn) in the document vector space. A simple binary weighting on these document
weights would lead to the following cosine formulation of similarity between two terms:
df(k; ki)
Cos (ki k)=——r——=
de(ki}df{kjj
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where df (t;, t;) is the number of documents in which both k; and k; co-occur, df(k;) is the
number of documents in which ki occurs and df (k;) is the number of documents in which
k;j occurs. There are many variations of such formulae which aim to accurately find the
best synonyms for a term. (Ronan, C. and Colm, O. (n.d)). While various techniques are
in the literature, computing the co-occurrence values between domain-specific terms

found in a document collection appears to be the standard technique.

Automatic thesaurus from corpus is generated by computing the co-occurrence values
between domain-specific terms found in a document collection. These co-occurrence
values are derived from term frequency and document frequency of the terms (Angel, F.

Carlos, G., et al., (n.d.)).

The key to automatic thesaurus generation is representing each term as a vector. The
terms are then compared using a similarity coefficient that measures the Euclidean
distance, or angle between the two vectors. To form a thesaurus for a given term t, related
terms for t are all those terms u such that Sim(t,u) is above a given threshold (David,
A.G. and ophir, F. 1998). Co-occurrence matrix is a matrix that describes how often or in
how many documents terms occur together with other terms. This type of matrix may be
called an association cluster. An association cluster is based on the frequency of co-
occurrence of pairs of stems inside relevant documents that are retrieved. When simple
association cluster of terms is generated from the document collection then the
association matrix S (an association matrix) is said to be unnormalized. An alternative is
to normalize the correlation factor. For instance, if Cyy is adopted,

C . .
Su,v=¢ association matrix S is said to be normalized(Kanyarat, L. 2003)
CuutCyvr—Cuy

An example of co-occurrence term to term matrix in three sample documents
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Table 3.3 Sample document collection

Id content

D1 use of thesaurus for information retrieval
D2 thesaurus for query expansion

D3 query for information retrieval

In the example presented in table 3.4, no stop words removal or stemming is considered.

The co-occurrence of term i with term j is computed as follows.

Table 3.4 Co-occurrence of terms

expansi informatio thesauru

terms on for n of query retrieval s use
expansion 1 1 0 0 1 0 1 0
for 1 3 2 1 1 2 2 1
information 0 2 2 1 1 2 1 1
of 0 1 1 1 0 1 1 1
query 1 1 1 0 2 1 1 0
retrieval 0 2 2 1 1 2 1 1
thesaurus 1 2 1 1 1 1 2 1
use 0 1 1 1 0 1 1 1
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The number in each cell of the matrix is the number of times two terms have co-occurred.
For example, information and retrieval co-occurred 2 times while information and

thesaurus co-occurred 1 time.

One major approach for representing the meaning of a word in NLP is to treat it as a
vector that codes the pattern of co-occurrence of that word with other expressions in a

large corpus of language (Sahlgren, 2006), (Turney, and Pantel, 2010).

As we have seen above, association clusters are based on the frequency of co-occurrence
of pairs of terms in documents and do not take into account where the terms occur in a
document. The solution for such problem is metric cluster. Metric clusters are based on
the correlation between two terms. Since two terms which occur in the same sentence
seem more correlated than two terms which occur far apart in a document, it might be
worthwhile to factor in the distance between two terms in the computation of their

Cuv

lvis ol ves)l

correlation factor. This can be expressed by Syyv=r———" 37— - (Kanyarat, L.

2003)

One other clustering technique is scalar clustering, which is a form of deriving a
synonymy relationship between two local stems. The idea is that two stems with similar
neighborhoods have some synonymy relationship. In this Let Su= (S u,1,Su2, ... ,S un)

and Sy= (Sv,1,Sv2, ... ,Svn) be two vectors of correlation values for the stems S, and S,.

Further, let S=[Su,v] be a scalar association matrix. Then, each Sy v can be define as

S-Sy
=————----( Kanyarat, L. 2003
S g xson Ky )

Word co-occurrences or word associations can be categorized as first or second order co-
occurrences, or direct or indirect co-occurrences respectively. First order term co-
occurrence analysis measures the frequency of term t and term t, tend to occur together
in a text window. Second order co-occurrence analysis associate terms with similar
context. Suppose that term X almost never occurs without term Y, and that term Z also

tends not to occur without term Y, yet X and Z never co-occur in documents. From this
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one may conclude that some relationship exists between X and Z, that is, they are related
by the fact that each one co-occurs strongly with Y. In all probability, term X and term Z
are synonymous or have relationship in this context. Synonyms tend not to occur with
each other, yet the terms they co-occur with will be very similar. The assumption behind
first order co-occurrence analysis is that semantically related terms tend to appear in
some predefined context. Whereas the notion behind second order co-occurrence analysis
is, that semantically similar words have a tendency to share similar contexts. This entails,
that a first order co-occurrence analysis can generate an association profile (cluster) for a
specific term. This profile contains other terms that frequently co-occur with the
specifically chosen term. Subsequently, two different term association profiles can be
compared through second order co-occurrence analysis. If they have similar association

profiles, we can expect the two terms to be in a relationship (Jesper, W. (2004).).

3.6 Similarity computation

Similarity computation is concerned with deriving a relationship between pairs of terms.
There are many similarity computation measures. Among the many similarity
computation measures between pairs of terms, cosine similarity computation measure is
the most commonly used one (Angel, F. Carlos, G., et al., (n.d.)). (Dongqgiang, Y. and
David, M. P. 2008). Cosine similarity measures computes the number of documents
associated with both terms divided by the square root of the product of the number of
documents associated with the first term and the number of documents associated with

the second.

Cosine (t;, t) = L

varG

where c; and ¢; are the number of documents in which terms t; and t; occur, respectively,
and c;; is the number of documents in which t; and t; co-occur. Cj; in the term-term matrix

is non-zero if and only if there exists, a document in which both terms occur.

Many researchers have used term co-occurrence in IR to identify semantic relationships
that exist among terms (Angel, F. Carlos, G., ef al., (n.d.)).
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CHAPTR FOUR
EXPERIMENT AND PERFORMANCE EVALUATION

Introduction

Automatic Tigrigna thesaurus generation system is implemented for different office
documents (reports, notices and other office documents) using the Python programming
language. This system prototype has been run on a laptop 2.10 GHz Intel core™ processor

and 4 GB RAM memory.

4.1Corpus Collection

A Corpus, plural corpora, is a collection of text which can be a flat text or a text with
linguistic information. For Tigrigna language, there is no available standard corpus.
Therefore, to compile the corpus for this study, office reports, notices and other office
documents are collected. These documents were selected for corpus because they were
easily accessible through friends. The compiled corpus is a promising corpus for
thesaurus construction. Because it covers concepts of various fields such as Agriculture,
Education, Industry etc.. All of the documents are saved as text files with a UTF-8
encoding. Then the Tigrigna documents in the collection are transliterated in to Latin
script for preprocessing. A total of 80 documents which have a total of 24,401 words are
collected; and the documents are classified into training dataset and testing dataset
randomly. Both parts can be representatives of the Tigrigna corpus. 50 and 30 documents
are used for training dataset and testing dataset respectively. The training dataset
documents are used to generate the thesaurus and is composed of 5,182 vocabulary terms

(or key words) extracted from the documents.

The basic assumptions in allotting training dataset and testing dataset is that both of them
should be representative samples of the underlying domain, and the testing dataset must
be independent instance that have played no part in generation of the thesaurus (Witten, I.

H. and Frank, E. 1999).
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4.2. Thesaurus Generation

4.2. 1 co-occurrence matrix

Thesaurus generation system is developed by building up a co-occurrence matrix based
on index terms. The resulting co-occurrence matrix is then used to build a cosine

similarity of terms.

The following figure shows sample co-occurrence matrix of documents Trained in the

system.
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Figure 4.1 term to term co-occurrence matrix

The similarity measure function returns a value of one if the term vectors are similar and
a zero value if they are dissimilar. The following is sample similarity thesaurus which

shows how the system is working.
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!‘% Pler @D PCA BIOSCE WAAETE BFPCR el mbld i AL AL hils A&t AL

& 1 0.43 0.97 0.07 0.18 0.12 0.24 0.43 0.37 032 0.21 0.7 0.03 0.2 0.2
T 0.48 1 0.47 0.1 0.12 0.09 0.17 0.63 0.37 0.33 0.23 0.63 0.12 0.16 0.14
LT 0.97 047 1 0.07 0.12 0.07 0.24 0.41 0.31 031 0.19 0.69 0.09 0.13 0.16
Pl 0.07 0.1 0.07 1 0.1 0.03 0.05 0.06 0.17 0.01 0.07 0.09 0.03 0.02 0.09
HANTCE 0.18 0.12 0.12 0.1 1 0.22 0.09 0.14 0.72 0.13 0.21 0.18 0.02 0.03 0.28
BhisTi 0.12 0.09 0.07 0.03 0.22 1 0.09 0.14 0.23 0.06 0.11 0.15 0.02 0.11 0.15
sHPCh 0.24 0.17 0.24 0.05 0.03 0.09 1 0.5 0.22 0.03 0.28 0.32 0.08 0.51 0.16
il 0.43 0.65 041 0.06 0.14 0.14 0.3 1 0.54 0.28 0.57 0.67 0.11 0.31 0.18
élT 0.37 0.37 031 0.17 0.72 0.23 0.2 0.34 1 0.23 0.66 0.64 0.09 0.21 031
heEs 0.32 0.35 0.31 0.01 0.13 0.06 0.09 0.28 0.23 1 0.15 0.37 0.05 0.13 0.13
LI 0.21 0.23 0.13 0.07 0.21 0.11 0.28 0.57 0.66 0.15 1 0.7 0.07 0.18 0.23
AflC 0.7 0.63 0.69 0.03 0.18 0.15 0.32 0.67 0.64 0.37 0.7 1 0.13 0.23 0.21
Afls 0.09 0.12 0.09 0.05 0.02 0.02 0.08 0.11 0.03 0.05 0.07 0.13 1 0.05 0.02
it 0.2 0.16 0.19 0.02 0.03 0.11 0.51 0.31 0.21 0.13 0.18 0.25 0.0 1 0.13
AflC 0.2 0.14 0.16 0.03 0.28 0.15 0.16 0.18 031 0.13 0.25 0.21 0.02 0.13 1

Figure 4.2 Sample Similarity thesaurus

4.3 System implementation

The Python programming language is used for the development of the system prototype.
The Enthought Python Distribution (EPD) version 2.7.1 is used for Python installation,
because The Enthought Python Distribution (EPD) is distribution of the Python™
Programming Language, including over 80 additional tools and libraries of which some

are important for this study.

NumPy is an extension for Python that provides support for large, multi-dimensional
matrices and arrays. It is also used for construction of the cosine similarity. The
package’s efficiency and user-friendly numeric routines make it an essential tool for
Python data analysis and manipulation. NumPy is even useful outside of purely scientific
applications as a generic data container to optimize processing capabilities. Among the
features it contains are: a powerful N-dimensional array object, sophisticated
broadcasting functions, basic linear algebra functions, sophisticated random number
capabilities, tools for integrating with different programming language codes e.t.c.

(Steven, F. Lott, 2009)

The developed system for automatic thesaurus generation for Tigrigna text retrieval is

domain independent. That means, the system can be employed in a different domain. It
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can be applied to other domains without extra modification. The system takes 14 minutes

to preprocess the corpus and generate the result.

4.4 Discussion

In this study, Tigrigna words are stemmed to their root stem. The reason for stemming is
for the words dimension redaction, speed of the system and memory management
purpose. In the current study, there are some words which are not properly stemmed. This
is because different Tigrigna words have different forms. As a result, they stemmed to the
form different from their root stem. They violet the affixation rule used in this study. The

following table shows sample not properly stemmed Tigrigna words in the system.

Table 4.1 Sample of not properly stemmed Tigrigna words

No Words Affixes After stemming Root

1 (lp: o (FN-Fieh0.mI° Al ho° “r: (P (-

2 0b: 0427 04- L1304 01 AT 0b i 048 06t

PP PNl P PoLI PPl PN

’,‘»‘T’y":)‘:"f ’l‘ﬁ"l“?"i ’[‘:T’('D'E _'j‘:f‘i N’ lp':i,trl]j fp’:,',yn;

3 PP mFL: Tk Ai o mFo: T L ]

4 hJ9°: hl-ovl- 3 9° hlav

5 hheyge: hhye Ahege: hh e

The words in the above table are not properly stemmed because the algorithm used for
this study does not perfectly handle them in its rules. For example, the plural form of the
word, -hi9® (Medical doctor) is h01,€£9° (Medical doctors) which is different from the
pluralization used for many of the Tigrigna words which is adding the suffix (“Z~1).

Such problems had made decline directly the performance of the stemmer and indirectly
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the accuracy of thesaurus generation. The stemmer evaluation is indicated in table 4.5.
Another challenge in the stemmer part of the system is that it is not capable of removing
infix, some of the prefixes and suffixes. The reason for the existence of such kind of
problem is, it comes from difficulty of fully identifying all of the root words in the

Tigrigna language.
In this study, stopword elimination was conducted after stemming. The basic reason to

Table 4.2 Evaluation of stop words after stemming is carried out

No Stopword Prefix Suffix After stemming | Properly stemmed

1 A4 ATt - 104 Yes

2 AT ATt - 0y No

3 aget-ge age hJ° T No

4 A AFI° - hy° Akt No

5 (PA R VA noe hy° . No

6 STh, - o, ST No

7 0t-g° - hy° 0T Yes

8 a9 7°N hy° T No

9 NAHNY A - Ho Yes
10 aan-g na - H-£ Yes
11 ageg g age hy° ST No
12 AT enin ATt - LN No
13 ALhoe - hJ° Al Yes
14 ARy - ¥ Al Yes
15 ANI°0, - | - PRI Yes

Total 15 7
percent 46.67%

54



conduct stopword elimination after stemming is that some of the stopwords existed in
different forms. But the first experiment showed elimination of stopwords before
stemming has made stopwords over stemmed and under stemmed. This is evaluated by
taking sample random terms from the system and the result achieved during the first

experiment is depicted in table 4.2.

The first experiment shows 53.33% of the stopwords are not properly stemmed.
Therefore, to handle this problem, the stop words list is included to the exception list in
order not to apply affixation rule for the stopwords list. This helps us to control loosing
form of stopwords because of stemming. The system has tested before and after the
stopword list had included to the exception list. The system showed 48 keywords
difference. This implies that many stopwords were stemmed inappropriately which are

solved after the stopword list had included to the exception list.

Another challenge in removal of stopwords from the system was that some of the
Tigrigna words exist in different format. So it was very difficult to fully collect and
remove the stop words for the development of the system. If a standard list of stopwords
is available for Tigrigna, the performance of the system may improve significantly and

this is recommended for further research.

In the Tigrigna writing system there are different words that are written in abbreviation or
short form. These words are separated from each other by periods (.), hyphen (-), slash
(/). These representations are used for single word or a combination of words. For
example, ch" 1Az ch/OAl: ch1&T-OA) representations are used to refer the same
concept which means society. In this research such representations are compiled from
Tigrigna literatures and normalized to one common form. Around 45 shorter forms of
single and compound words are considered for this work. But this are not the only
shortword form representations; this number would have been higher, if there was a
comprehensive list of these words or other contextual mechanism is used in Tigrigna
language. Another problem here is when the compound words are separated by
whitespace; they are treated as different terms because the drawback of term-to-term co-

occurrence measures is single-word terms are considered (Khurshid, A., ef al., (n.d). For
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example, the compound word hA1d-1 A1, is treated as two terms ch-14-1* and A-1.

Additional problem is, some Tigrigna language users use informal short word

representation in their writing.

4.5. Evaluation of Preprocessor

Table 4.3 Sample preprocessor evaluation

R.N Stemmed terms Properly stemmed | Stopword
1 B4 Yes No
2 hac Yes No
3 019 Yes No
4 | AL ALAC: ALAL: ALALT No No
5 AT ANJ: AP No No
6 N$9T Yes No
7 G CY Yes No
8 A7¢0N Yes No
9 nho- No Yes
10 1 Yes Yes
11 cholol Yes No
12 ch™79° Yes No
13 AhLD Yes No
14 AhAP Yes No
15 HLA, Yes No
16 (| VA Yes No
17 h’l, Yes No
18 0501 05-L1: = 0CPT No No
19 av\(, Yes No
20 | Ae-7: D@ 0Th: 0 Dho- No Yes

total 15 3
percentage 75% 15%

56



Preprocessing component of the system is very crucial in the thesaurus generation
process. The system is checked whether punctuations and numbers are removed and the
evaluation of stemming and stopwords has been made by random sample selection of 20

terms from the system.

According to the sample 25% of the terms are not properly stemmed and 15% of the
terms are stopwords. This means the accuracy of the stemmer is 75% and the accuracy of
the stopwords removal is 85%. The reason for the inappropriate stemming of the terms is
that composition of complete list of affixes (prefix and suffix) requires intensive manual
intervension and demands team of domain experts to be engaged in the project work.

This is also true for having standard stopword list (non content bearing terms).

4.6 Evaluation of the Thesaurus Terms

In this study, properly stemmed terms are selected and are used for the purpose of
evaluation of thesaurus terms, for each of them using the system that is developed to
undertake this operation. Table 4.4 shows the terms and their corresponding thesaurus
terms. Therefore the accuracy of the thesaurus generation system is evaluated based on
the sample of properly stemmed terms by checking them in the system. Here, top five and
ten terms per term is used as a threshold. The top five and ten terms selected as per the
number of similarity words generated. If the generated words were many, top five were
selected for manageability purpose, otherwise, top ten were selected. Then the terms are
evaluated to see if they are similar or not. The result of the finding shows 75.28% of the
output has related concepts to the respective terms. The rest 24.72% has no related
concepts. The improperly stemmed terms and the existence of some stopwords that are
not detected in the document collection have resulted this irregularity. If the stemmer
component is properly developed and the document properly stemmed and all the stop

words removed from the document collection, a better output would have been expected.
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Table 4.4 Sample thesaurus evaluation

Thesaurus

Term Related concept Non-related concept
NHch: HTEANP: T C-L: 19°.09°: 970 : 9206 00P: O G PG
PINC: AhGN: APAN:ALA: G POy Jenl: o dv £ Jihto-:
AH0C AONA: 019° 100
choll APr: 1047 ao1&-V: iz FPART: ALN-L:A00m-
holl: GPI°: Gavp: hE.Q07V:ALAK P
019° 19°.29°: e TM0: LA T CH: PALL TN
NVHA: 2.9°hé0: 9°Pdh: FT7HA:
GCA. oAl N70A, LA 04.C: P°AY
O7h: AFh: o 28 HPLOTCLENT: | I°I°AIAN: o0F(C: ool
A acd: nncont nlo-r
her nAA: AN 9°(Mh:bAN
AHhAP 27M0: 7°AN: S65C9°: Heh“I'M HA: HA
heqn, CAm: NA-P: o 0m;: HehH-
chNéoT 1C: 9°CLSAh: N A: N70A
Lol: PO b RGP O
hl, Eoé: PO ALALT: LI :G P& hEa s TAARYS
nenn: ovpG ol ooy avl 9M9;:
total 67 22
percentage 75.28 24.72
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CHAPERT FIVE

CONCLUSION AND RECOMMENDATIONS

This chapter deals with conclusion of the study and recommendation for future study in

the area.

5.1 Conclusion

A thesaurus can be constructed manually, automatically or semi-automatically. Manual
and semi-automatically construction of thesaurus are time consuming, suffers low
coverage, costly, labor intensive and maintenance complex. Even though, some form of
manual thesaurus construction is mandatory due to the relational complexities and
semantic ambiguities in languages. As a result, there is always a need to a system which
can generate thesaurus automatically. The unique requirement of the system is that it
should be domain independent, scalable to process huge collection of documents and fast
response time in contrast to the manual construction. In this research a corpora based
automatic thesaurus generation based on term-term co-occurrence approach is used, so as
to construct thesaurus for Tigrigna document collections; and a remarkable output is
achieved. The documents used have heterogeneous collection nature which makes
identification of similarity of terms easy. The developed system is domain independent.
The system can be tested by increasing the corpus size substantially and using documents

from different domains.

In the generation of thesaurus terms preprocessing component of the system play very
crucial role. More specifically to generate the thesaurus terms the document collection
should be properly stemmed and non-content bearing words (stopwords) should be
removed. The stemmer that is developed has been working with the assumption that
Tigrigna writing system is alphabetic, not syllabic and because it utilizes SERA for
representation of Tigrigna characters. This creates easy way of stemming for the varying

form of Tigrigna words to their root stem. It can be concluded that transliteration to Latin
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script is better than using without transliteration of the script for development of a

system.

The evaluation for stemming and stopwords elimination has been done by taking simple
random sample of 20 terms, and are examined carefully weather these terms are properly
stemmed or are not stop words. The evaluation of this component of the system indicates
that majority of the terms are properly stemmed and they are not stopwords. According
to this evaluation 75% of the terms are properly stemmed and 85% of the stopwords are
properly eliminated. Stop word removal is done after stemming is carried out. The
compiled stopwords loose their original form because the affixation rule has applied on
them. This over stemming or under stemming of stopwords can be controlled by adding
the compiled stopwords list to exception list so as not to apply affixation rule for them. In
order to improve the performance of automatic generation of the thesaurus terms, the
stemmer and the stopwords removal part of the system should be improved and

recommended for further research work in the area.

For the purpose of evaluating the accuracy of the thesaurus generation system a simple
random sample of ten stemmed terms are selected and cross checked in the system. The
result of the finding shows 75.28% of the output has related concepts to the respective
terms. The rest 24.72% has no related concepts. The improperly stemmed terms and the
existence of some stopwords that are not detected in the document collection may result
for this irregularity. If the stemmer component is well doing (properly developed) and the
document properly stemmed and all the stopwords removed during the preprocessing

stage, a better output would have been expected.

5.2 Recommendation

Based on the finding of this research work, the following recommendations are proposed

for future work:

e Construction of thesaurus by combination of manual and automatic methods

e Development of domain dependent automatic thesaurus generation.
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Development of efficient method of eliminating stopwords (non-content bearing
terms).

Development of standard Tigrigna stemmer.

Development of Tigrigna spelling and inconsistency checker.

Development of standard Tigrigna corpus that can be used for training and
testing for systems development.

A thesaurusthat consider and control dialectical variations of Tigrigna language.
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APPENDICES
Appendix1: Ethiopic numbers

B 1
g 2
F 3
0 4
& 5
7 6
7 7
x 8
] 9
T 10
A 20
@ 30
7 40
q 50
& 60
e 70
T 80
q 90
7 00
& 000




ie

Appendix 2: Tigrigna letters

h’

kv

xw'

1<

>Q

kw

K'w

ts

ts'
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Appendix 3: Affixes

affixes

prefix suffix

7 ll HE a7t 7 q EER 29° A
O'H hhye o0 aA APt Ppgo P .

ha 150 H K041 | At hge o A (fege
an. b2 N hh | P2 he @ ny Qo
v} he Aot AYTHE | P n ARTF 9T oo
he? HE7 AL AT aJe Aeg° P h-ge A7
At hye 15N AN, | APPT AP A B T .

h7y R ke wt

Appendix4: Stopwords List
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Al
A
Allg
AP7
Al
hJ-
AL
At
AT
Ar-g°
%
Aq®
AQ

Al Lho-7
Alv
Y
A,
Al,
hf
AL T7
N
%
Af?

[ \ig#
Ao~y
all- g

A0C
ATty

Y ENOL N
ATENIS
ArEehin
AN,
agec
A.0c9°
Aa9e(l,
Al
A7L9
AS
A.0c9°
A.Q
AANG
AT
AAN7
AADYP®
A.0
AAT7
AATNY
AT
A7 Tah
A7,
Artahge
Artam-
ArTany

ArHAT
arahrhye
A0 A

ArTher
ArTh ey

Arrnes
Arthrhge
Arrhesye
ATt e

A7Therh,
Arn ey

Arrhers

W1 e
Atg°
Al

At
h'th
ALhd®
ALATI°
AT
ATRT
Al:g
All- 2
AlA
ARYg°
AHAT7
Al AT-9°
Aall,

AlA
ALY
ANRT

WiJPe
Wi ool
AP
aha
AhAcT
A0
A0
A0L
AQh,
A0f
A0
AQne9e
AA7

A ho®
A0S

A At
ANAT7
AL,
AAl'l,
Arthe-y
AT

All'%-
RN ALY
AN

W 4
AT

Ao

ATh

A7
AL
Al

A M
Alll<h
a1
a4
nrLe
nr4.
age
anye
A
A
(P
agegf-9e
nges -
0%

a0,
agen
(P
age17
age-r-9°
age
ngthge
(P MW
ot

na-
nr4.
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nnge
na-ge
(19X
nAan7
natq
nAafge
a9
nahtny
na-17
oo g,

LT W

QA AT
e,
0y h
n"e
N A
nms
n7n9e
0"’
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0774
n”7,

P ht-9°
NI A1y
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nng-g
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07
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G
17
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78.0-
G
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S T,
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G
SNy
70h
70k

79
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7eh
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717
79

70k
70h
700,
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7007
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T09°

707
7017
700k 9°
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G Lav’y
i GO
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17
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08
Tan,
GT0q
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Gh
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Appendix 5: Tigrigna Script Translation to Latin Script for Preprocessing Purpose
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Ci

6L,

Si

nu

de

he

Pi

ri

Nu

je

le

Si

Si

ge

He

h

Si

Xi

ku

Te

me

fi

qi

Qu

=

Ce

6L

se

pi

Qi

wu

Pe

re

ha

bi

Se

se

la

Vi

ZU

H-

Se

Xe

Ha

ti

Zu

¢

fe

qge

ma

o]

yu

pe

Qe

sa

ni

du

5

hu

be
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Ni

ju

lu
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sa

gu

Hu
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te

Xa

ki
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Tu
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qa

Ki

Cu

by

su
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Qa

wi

Pu
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Ne

ba

Su
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Zi

Su
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ke
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fu

qu

Ke
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yi

pu
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vu
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H
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fWa

mWa

pWa

sWa

¢~  qWu

rWa

hWu

sWa

kWu

xWa

gWu

qWe

¢~ qWi

bWa

hWi

KWi

tWa

gWi

cWa

Y%

Y%

gWa

hWe

hWa

nWa

kWa

NWa

¢

gWa

kWe

zWa
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ZWa
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CWa
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PWa
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Appendix 6.

Sample exception list

L

0L

Pq
T0G
Al-RhhP
N4 2
NAY
AN,
NCYT7
e

0LA4
AhA?P
2 12Ch
YA L
QAT
o) §
Pq
N5
NN AT
dvav .
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Appendix 7: Sample code from the system

import defaultdict ~ ## importing the Python module

import numpy ##importing Numpy an extension of Python

€999 999999

similarity matrix calculation
def similarity matrix(vocabulary, d): ## vocabulary -- a list of words derived from the keys of d
cm = defaultdict(dict)

vectors = get_vectors(d, vocabulary)

for word1 in vocabulary:

for word2 in vocabulary:

(15254 €699

cm -- cosine similarity matrix

cm[word1][word2] = cosim(vectors[word1],
vectors[word2])

return cm
def get vectors(d, vocabulary): ## adjust the document terms array
vecs = {}
for word1 in vocabulary:
v=[]
for word2 in vocabulary:
wA, wB = sorted([word1, word2])
v.append(d[wA][wB])
vecs[word1] = array(v)
return vecs
"""Cosine similarity between the two vectors vectorl and vector2."""
def cosim(vectorl, vector2):

numerator = dot(vectorl, vector2)
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denominator = sqrt(dot(vectorl, vectorl)) * sqrt(dot(vector2, vector2))
if denominator >0:
return numerator/denominator
else:
return 0.0
def format matrix(vocabulary, m):

g =
sep=""
vocabtigrgna=|]
col width=10
for j in vocabulary:
f=de.deTransliterate(j) # de transliterator call(latine to Ethiopic)

vocabtigrigna.append(f)

s +=" ".rjust(col width) + sep.join(map((lambda x : x.rjust(col width)),
vocabtigrigna)) + "\n"

for word1 in vocabulary:
row =[]
row += [round(m[word1][word2], 2) for word2 in vocabulary]
f= de.deTransliterate(wordl)
row.insert(0,f)
s += sep.join(map((lambda x : unicode(x).rjust(col width)), row)) + "\n"
return s
d = cooccurrencem.cooccurrence matrix(corpus) # module cooccurrence calling
“” Sort the entire vocabulary (keys and keys of their value dictionaries).”””

vocab = cooccurrencem.get _sorted vocab(d)

cm = cosinec.cosine_similarity matrix(vocabulary, d)
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format matrix(vocabulary, d)
“’"Cosine similarity matrix call"””

format_matrix(vocabulary, cm)
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