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ABSTRACT  

 
In this dissertation, we address the problem of detecting pedestrians in low-resolution 

videos taken by stationary cameras and cameras mounted on aerial platforms. The target 

pedestrians are as small as 20 pixels in height.  Pedestrian detection is a key problem in computer 

vision, and has several applications such as search and rescue, law enforcement and general 

surveillance, and military applications against enemies.  The most common approach for 

pedestrian detection is to use high resolution single frame, and there is relatively little work 

focused on pedestrian detection in low resolution scenarios. Under more realistic and challenging 

conditions, performance of the available approaches degrades rapidly, while approaches that are 

based on appearance cues mostly fail since the pedestrians are only a few pixels in height.  

Detecting pedestrians is a challenging task, since pedestrians are non-rigid objects, ranging over 

a high variability of poses, appearances, and scales.  The detection task typically takes place at 

scenes with a lot of background clutter which require high classification precision. The task 

becomes more challenging in aerial videos, due to the rapid change in viewpoints and scales, 

which makes video stabilization more difficult.  Furthermore, the much larger search space and 

the small number of pixels on the target make it difficult to distinguish pedestrians from 

background clutter.  In this problem domain, the existing state-of-the-art pedestrian detection 

methods have poor performance.  Therefore, there is a clear need for a method that can detect 

pedestrians in low resolution imagery. 

To overcome these challenges, we propose a novel detection method that recognizes 

pedestrians in short sequences of frames (about ½ second in duration).  We extend the single-

frame HOG-based detector to a multiple frames detector.  Our approach uses video stabilization 

to detect potential moving objects.  A classifier is then applied to volumetric normalized features 

extracted from spatio-temporal volumes surrounding the potential moving objects.  On several 

challenging stationary and aerial video datasets (PETS 2001, Stationary VIRAT, UCF-2009, 

UCF-2007, and aerial VIRAT), our detection accuracy is significantly better than the standard 

single-frame HOG-based detection method, and outperforms the previously published detector 

that uses Haar-like features at the same low false positive rates. 
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CHAPTER 1: INTRODUCTION 

 

The task of detecting people in videos has attracted growing interest from both academia 

and industry, and is an important and active area of research.  In this thesis, we address the 

special problem of detecting pedestrians in videos.  By “pedestrians”, we mean upright people 

who are walking.  Much current work on pedestrian recognition focuses on detection by cameras 

mounted on moving cars, motivated by the need for safe operation of self-driving cars.  Another 

scenario is detecting pedestrians in surveillance videos.  In this case, the videos are taken by 

stationary outdoor cameras or by moving cameras mounted on an aerial platform such as a 

helicopter or unmanned aerial vehicle (UAV).  Unlike the automotive scenario, in surveillance 

videos the camera is typically looking down on the scene at an oblique angle, and the pedestrians 

can be quite small in the images.  In this thesis, we focus on the latter scenario; i.e., that of 

surveillance video.    

Pedestrian detection in surveillance videos has many applications, including commercial, 

search and rescue, law enforcement, border monitoring, and military applications.  For example, 

pedestrian detection offers ways to measure visitor traffic that flows into and around retail stores, 

malls and shopping centers.  Pedestrian detection can help maximize the efficiency and 

effectiveness of businesses and provides insight into the movement of individuals.  It is not 

limited to the entrance point of a company's business, but has a wide range of applications that 

provide information to management on the volume and flow of people throughout a location [1].  

Figure 1.1 shows some examples of different applications. 

 

   
 

 

Figure 1.1: Examples of surveillance scenarios: (a) Aerial video of open plaza. (b) A street 
surveillance stationary camera. (c) Military application, aerial VIRAT dataset. 
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The problem of detecting pedestrians in surveillance video can be challenging for many 

reasons:  There is a wide range of pedestrian poses and appearance, including variety of clothing.  

The lighting can vary and shadows can be present.  Background clutter can have a similar 

appearance to pedestrians.  Pedestrians can be partially occluded by other objects, or by other 

pedestrians.  

As discussed in Chapter 2, the most successful approaches to this problem use histogram 

of oriented gradient (HOG) features, with a support vector machine (SVM) classifier [2].  The 

approach requires many labeled training example images of people.  Extensions to this method 

detect parts of the person (e.g., head, arms, and torso) instead of just looking for the overall 

shape e.g. [3].  However, these methods require fairly high resolution images of people. 

In the case of surveillance video, the size of pedestrians can vary widely in the image, due 

to the distance from the camera.  When the size of a pedestrian becomes very small, many shape 

details are lost, and it is difficult to distinguish a pedestrian from a non-pedestrian.  For example, 

Figure 1.2 shows an example pedestrian at four different resolution levels.  As described in 

Chapter 2, existing algorithms for pedestrian detection do fairly well for high resolution images, 

but performance degrades dramatically when the height of pedestrians is 30 pixels or less. 

 

The task of pedestrian detection in aerial videos is even more difficult than in videos 

captured by stationary cameras.  The camera is often higher, and the size of pedestrians is 

therefore smaller.  The effective resolution of the video is often degraded due to motion blur and 

haze, further reducing the available visual information on shape and appearance. 

      

                     (a)                                                         (b) 
Figure 1.2: An example pedestrian at four different resolution levels: The height 
of the pedestrian is 140, 50, 20, and 10 pixels tall. (a) Images at actual size. (b) 
The same images as in (a), except that the images are stretched for easier 
visualization.  The example is from VIRAT dataset [7]. 
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One approach to detecting pedestrians is to first detect moving objects in the scene.  In this 

approach, an estimate of the background image is computed (often called a background model).  

Then moving objects in the scene are detected by finding the difference between the current 

frame and the background model (e.g., [4]).  These foreground regions could be due to moving 

objects such as pedestrians.  However, other moving objects (such as cars, blowing trees) can 

also cause foreground regions to be detected.  Sensor noise can also cause false detection of 

moving objects.  In the case of aerial video, where the camera is continuously moving, the 

current image must first be registered to the background image.  Misregistration can cause false 

foreground objects to be detected.  At areas of high contrast such as edges of buildings, a slight 

misregistration can cause false foreground objects.  Thus, simply detecting foreground regions is 

not sufficient for pedestrian detection, although it does help reduce the search space (i.e., one 

need only search for pedestrians in the vicinity of detected foreground image regions). 

Another approach is to do “detection by tracking”.  As discussed in Chapter 2, detections 

over multiple images can be associated and formed into “tracks”.  The tracker must perform 

object correspondence from frame to frame to generate the tracks.  Correspondence can be done 

using shape and appearance features, as well as a motion model of the moving object (i.e., 

velocity).  With this method, detections of objects as small as a few pixels in size can be formed 

into tracks.  Discrimination of “pedestrian” vs. “non-pedestrian” for very small objects can be 

done using the motion model – i.e., if the object moves at about the expected speed of a 

pedestrian, then it must be a pedestrian.  One problem with this method is that it cannot 

distinguish between a pedestrian and a non-pedestrian moving at about the same speed.   

Another problem with the “detection by tracking” approach is that it requires a fairly long 

sequence of images of the scene, in order to build up tracks.  For example, the approach of [5] 

can detect and track vehicles and people only a few pixels in size, but uses sequences ranging 

from tens of seconds to minutes long.  In the case of aerial video, sequences of this length may 

not be available.  In the case of a camera mounted on a rapidly moving helicopter or UAV, the 

camera is continuously translating and rotating, and occasionally undergoes large amplitude 

rotations.  The camera does not dwell for long on a particular portion of the scene.  Thus, 

algorithms that rely on a long sequence of observations to build up a motion track model may not 

be applicable.   
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As an example, Figure 1.3 shows snapshots from a video taken from a small quadrotor 

UAV flying rapidly over a field [6].  The camera moves erratically, undergoing large amplitude 

rotations and translations.  As a result, people are usually only within the field of view for a short 

time (as briefly as several seconds).  Although the size of people varies due to the changing 

altitude of the camera, the height of people is often as small as 20 pixels tall.  

 

As another example, Figure 1.4 shows snapshots from an aerial video sequence from 

VIRAT dataset [7].  The images are roughly 10 seconds apart in time.  This example shows some 

of the characteristics of aerial videos such as changing viewpoints and scales, which presents 

crucial challenges to the task of video stabilization and dealing with any imperfect pixel-to-pixel 

alignment.  The example also shows the variety of objects in the scene; this includes various 

types of facilities, such as buildings, storage, and parking lots, as well as vehicles and people.  

The images are 640×480 pixels, taken at a 30Hz frame rate.  Although the zoom changes 

occasionally, the typical height of people is about 20 pixels tall.  Detecting people in images such 

as these is extremely difficult, due to the low resolution.   

 

 

Figure 1.3: Example images from aerial video (taken about 4 seconds apart).  Size 
of images is 380×640 pixels. 

 

Time 
Figure1.4: Sample image shots changing over time due to flight motion. 
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1.1 Approach 

Although it is very difficult to recognize a person in a single low-resolution image, the 

task is much easier when a short sequence of images is used.  For example, Figure 1.5 (a) shows 

a single low-resolution frame in which it is difficult to recognize the object.  The right portion of 

the figure is a sequence of frames in which a subject is performing a recognizable movement; in 

this case, walking.  Despite the deficiency of recognizable features in the static image, the 

movement can be easily recognized when the sequence is put in motion on a screen.   

 

This phenomenon is well known from the pioneering work of Johansson [8], whose 

moving light display (MLD) experiments showed convincingly that the human visual system can 

easily recognize people in image sequences, even if the images contain only a few bright spots 

(attached to their joints and represented with the red dots in Figure 1.6).  A static image of spots 

is meaningless to observers, while a sequence of images creates a vivid perception of a person 

walking, running, dancing, etc.  The media upon which these words are printed precludes the 

reader from experiencing the impact of viewing the video. 

 

 
                                                            (a)                                                              (b) 
Figure 1.6: (a) Dot configuration of a walking subject. (b) Bright spots attached to 
subject joints. 

     
                   (a)                                                     (b) 

Figure 1.5: (a) Single frame. (b) Sequence of frames from video of walking person. 
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Inspired by these examples, we can use the additional information provided by motion to 

compensate for the lack of visual details in a single image.  The approach of our work (described 

in Chapter 3) uses features extracted from a spatiotemporal volume of images.  A volume 

composed of up to N “slices” is used, where each slice is a small subimage window of size of 

32×32 pixels.  This volume represents a duration of about one second or less (Figure 1.7).  As in 

the situation with the human visual system, the information contained in the additional images 

should help the system recognize the pedestrian. 

 

 

In this thesis, we take the single-frame HOG-based detector commonly used in pedestrian 

detection and extend it to multiple frames.  Our approach (described in Chapter 3) uses HOG 

features extracted from a spatiotemporal volume of images.  The idea is that the motion of a 

person walking is distinctive, and we can train a classifier to recognize the temporal sequence of 

feature vectors within the volume.   

As an example, consider the images of a walking person shown in the top row of Figure 

1.8.  The corresponding HOG features are shown in the second row.  The third row shows 

images of a region containing a moving car.  The corresponding HOG features (bottom row) of 

the negative example are visually quite different from those of the positive example.  This 

example indicates that it may be possible to train a classifier to recognize the pattern of features 

of a pedestrian from that of non-pedestrian. 

Slice t n

Slice  t i + 1
Slice  t i

Slice  t i - 1

Slice  t 1

Slice t n

Slice  t i + 1
Slice  t i

Slice  t i - 1

Slice  t 1

 
Figure 1.7: Spatiotemporal volume of images (slices) is used to gather more information 
about a moving object.  The collection of these slices is called a volume; which is shown 
with the blue lines in the figure.  
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A possible difficulty in using short image sequences for detection is that the space of 

possible motions of a pedestrian is potentially large.  A person can walk with different speeds, 

amplitudes, and gait patterns.  Their arms can be swinging naturally or be carrying something.  

Although generally periodic, the pattern of motion can vary over time.  For example, a pedestrian 

can turn part way through the sequence, change from a walk to a run, or change from a walk to a 

stop. 

We address these difficulties in two ways:  First we keep the sequence length fairly short 

(i.e., one second or less).  This limits the amount that motion can vary over that time duration.  

However, it is still possible to have examples where the motion variability is large enough to 

cause detection failure, as shown in Chapter 4.  The second way we address the difficulties is to 

use a large number of training examples to train the classifier.  We need to have sufficient 

examples that cover the range of possible motions that a pedestrian can have.   

An overview of the detector algorithm is shown in Figure 1.9.  The algorithm starts with 

stabilizing the video by registering each frame to a reference frame.  Secondly, a background 

subtraction algorithm is used to identify foreground “regions of interest” (ROIs), which 

 
(a) 

 
(b) 

Figure 1.8: (a) Positive example (pedestrian). Images are 32x32 pixels.  (b) Negative example 
(part of a car passing by a post). In these two examples: the top row is a sequence of slices 
subsampled from a longer sequence of 32 slices (1 second duration), and the bottom row 
shows the HOG features of the sequence. 
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correspond to potential moving objects.  Then a novel multi-frame HOG-based detector is used 

to search for pedestrians in the final ROIs.   

 

1.2 Objective and Contributions 

The objective of this thesis is to show that pedestrians can be successfully detected in low-

resolution video using short-term image sequences.  The time duration used should be long 

enough to capture the characteristic walking motion of a pedestrian.  However, it need not be 

long enough to perform tracking.  Thus, the method is applicable to situation such as video taken 

from a rapidly flying UAV as shown in Figure 1.4. 

Although our system uses multiple images to perform detection; it is a detector, not a 

tracker.  As a detector, it simply reports the presence of a pedestrian at a specific location in the 

 
Figure 1.9: After stabilizing the video, we find the motion regions using a background 
subtraction algorithm. A trained multi-frame HOG-based detector is used to recognize 
pedestrians around these motion regions. 
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image sequence and does not perform association between detections.  On the other hand, the 

aim of a tracker is to generate the trajectory of a moving object over time by establishing 

correspondences between the object detections across frames.  However, our detector can be 

incorporated into any standard tracking algorithm, such as a multiple hypothesis tracker or a 

particle filter-based tracker, if a longer sequence of images of the same scene is available.  The 

improved accuracy of our detector should make it possible to estimate more reliable tracks using 

a shorter sequence of images.  More discussion and comparison between detection and tracking 

is presented in Section 2.5 of Chapter 2. 

The main contribution of this thesis is the development of a new pedestrian detector that is 

able to detect pedestrians in surveillance videos at lower resolutions than has been reported in 

previous work.  The algorithm performance has been evaluated through experiments on several 

standard public datasets; including some challenging aerial datasets.  The new pedestrian 

detection system significantly outperforms several existing state-of-the-art pedestrian detection 

systems (Chapter 4).  The system is suitable for outdoor stationary surveillance cameras as well 

as aerial imagery.  A preliminary version of this work was published in the IEEE WACV 2014 

conference [9] and final version has been submitted to the IEEE CVPR 2015 conference. 

1.3 Assumptions and Limitations 

Some assumptions of this work include: 

•  We use grayscale optical imagery only, even though thermal (infrared) imagery has been 

used in some of the previous work and could be helpful for detecting people.  The method 

described in this thesis could certainly be applied to infrared imagery. 

•  Fully (or mostly) visible (not occluded) upright walking people are targeted for detection.  

The camera is assumed to be looking down at the people at an oblique angle.  The learned 

model is constrained to such poses. 

•  Pedestrians are assumed to be walking with a moderate speed.  This allows for a reasonable 

amount of information to be included as input to the classifier.  It is about one second of 

walking (or less), which is about two walking steps.  Depending on camera frame rate, this 

corresponds to about 16 to 32 frames.  A base slice size of 32 × 32 pixels has been chosen so 

that with a pedestrian 20 pixels tall who has a moderate walking speed (not very fast walking 

and not running), the pedestrian will stay within the detection volumetric space. 



 10 

1.4 Outline 

This chapter has given a brief introduction and defined the problem of detecting low-

resolution pedestrians in surveillance videos, and some of the applications. It has described the 

work's motivation and inspiration and provided an overview of the proposed approach, 

assumptions, and contributions of this thesis.  The remainder of this thesis is broken into four 

chapters as follows:  Chapter 2 describes the state-of-art in the field of pedestrian detection and 

presents previous work related to the topic.  The chapter also presents a comparison between the 

new detection approach and tracking methods and summarizes a critique to previous work.  

Chapter 3 describes the new proposed approach in detail; starting from video stabilization until 

a classification decision is made.  Chapter 4 describes in detail the experiments, used datasets, 

adjusted parameters, and algorithm performance at different settings.  The chapter also discusses 

the experimental results, and comparison to other methods' results.  Chapter 5 summarizes the 

key findings of the proposed approach, discusses conclusions, presents approach advantages and 

limitations, suggests solutions, and finally, provides some pointers to future research directions 

and approach improvements. 
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CHAPTER 2: LITERATURE REVIEW  

 

There is an extensive body of literature on people detection, although there is relatively 

little work on pedestrian detection in low-resolution videos, and very little work on pedestrian 

detection in aerial videos.  Most work focuses on pedestrian detection in single high-resolution 

images.   

Some work on pedestrian detection in automotive applications uses contextual information 

to improve detection performance [10].  For example, pedestrians are often around vehicles in 

traffic scenes, and algorithms can make use of that fact.  Our work does not use contextual 

information since we wanted to make our approach more general and not be limited to traffic 

scenes.   

Following the convention of [11], we use the following terms: a near scale or high 

resolution pedestrian is defined as a pedestrian over 80 pixels tall; medium scale is 30-80 pixels; 

and far scale or low-resolution is under 30 pixels.  Comprehensive reviews can be found in [1], 

[11], [12], [13], and [14].  The cited works on pedestrian (and people in general) detection can be 

classified according to the number of frames used by the detection system.  This includes two 

categories:  (1) Pedestrian detection in single images, and (2) pedestrian detection in sequences 

of images.  The previous work is reviewed according to these two categories.  In addition, work 

on the special problem of people detection in aerial videos is reviewed.   

Section 2.1 reviews pedestrian detection in single images.  Section 2.2 covers the work of 

pedestrian detection that is based on image sequences.  Work on people detection in aerial videos 

and images is reviewed in Section 2.3.  Section 2.4 presents a critique of previous work.  A 

comparison with tracking is presented in Section 2.5.   

2.1 Pedestrian Detection in Single Images 

There have been many approaches to detecting people in images.  One class of approaches 

uses explicit knowledge of human kinematics as the basis of implementation.  These approaches 

use articulated object models and attempt to match image features to body parts (see for example 

the survey of [15]).  We do not consider this approach because in low-resolution images, body 

parts may not be clearly visible. 
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Approaches that are more applicable to lower resolution images are those that attempt to 

detect the whole person.  Instead of an explicit model, an implicit representation is learned from 

examples, using machine-learning techniques.  These approaches typically extract features from 

the image and then apply a classifier to decide if the image contains a person.  Typically, the 

detection system is applied to sub-images over the entire image, using a sliding window 

approach.  A multi-scale approach can be used to handle different sizes of the person in the 

window.  Alternatively, the detection system can be preceded by a region-of-interest selector, 

which generates initial object hypotheses, using some simple and fast tests.  Then the full person 

detection system is applied to the candidate windows. 

A recent survey found that the most successful approaches for single frame pedestrian 

detection use some form of gradient histograms [13].  The “Histogram of Oriented Gradient” 

(HOG) features were introduced by Dalal and Triggs [2].  In their approach, the detector is 

applied to a subimage (typically 64×128 pixels).  The subimage is divided into small regions 

called cells.  In each cell, the gradient magnitude and orientation is computed at each pixel.  To 

compute the gradient histogram for the cell, each pixel casts a vote, weighted by its gradient 

magnitude, for the bin corresponding to its gradient orientation.  The local histograms are 

normalized across regions of the image, called blocks.  The combined histograms from all cells 

then represents the descriptor, or feature vector, for the subimage.  An example of HOG features 

is shown in Figure 2.1 (a). 

 

 

Figure 2.1: Detections obtained with (a) single component person model [2], (b) model 
defined by several high resolution part filters.  The parts filters specify weights for HOGs 
features. Their visualization shows the positive weights at different orientations, [3]. 
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The approach of Dalal and Triggs has been extended by others.  Felzenszwalb et al. 

trained deformable part models for object detection [3].  Instead of using a single model for a 

person, they use a set of models for each part (such as head, arms, and torso).  The part models 

are related to a root model using a set of deformation models representing the expected location 

of body parts (Figure 2.1 (b)).  Park et al. developed a multiresolution model that automatically 

switches to parts only at sufficiently high resolutions [16].  The work integrated a rigid HOG-

based template for low-resolution, with a deformable parts model for high resolution.  They 

found that part-based models are not useful for pedestrian heights less than 90 pixels.  The work 

of [17] uses orientation and magnitude of gradient features that are similar to HOG. According to 

the authors, their algorithm gives accuracy similar to that of the Dalal algorithm.   

Once features are extracted from an image, they are then sent to a classification algorithm.  

To train a classifier, feature vectors from a large number of training images are used.  The 

training images are labeled as positive (“contains a person”) or negative (“does not contain a 

person”).  One common type of classifier that is used is a Support Vector Machine (SVM), [18].  

The SVM looks for an optimal hyper-plane as a decision function.  The classification task is to 

take an input vector x and assign it to one of the two classes.  More details about how SVM 

classifier works are discussed in Section 3.5. 

An alternative classifier that is commonly used in pedestrian detection is adaptive 

boosting, or “AdaBoost” [19].  AdaBoost combines the output of many simple classification 

algorithms into a weighted sum that represents the final output of the boosted classifier. 

AdaBoost is adaptive in the sense that subsequent weak learners are adjusted in favor of those 

instances misclassified by previous classifiers. 

The Dalal algorithm is of interest to our work, since it is so widely used to detect 

pedestrians.  In Chapter 4, we compare the performance of our algorithm to theirs.  According to 

evaluations of pedestrian detectors [13], no single feature has been shown to outperform the 

HOG feature for near scale pedestrians, although other features can provide complementary 

information, which can increase performance.  Evaluations found that the performance of HOG-

based pedestrian detectors degrades rapidly at medium and far scales (i.e., less than 80 pixels in 

height).  A low-resolution image simply does not provide enough information to accurately 

detect pedestrians based on shape.   
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2.2 Pedestrian Detection in Image Sequences 

Instead of using a single frame pedestrian detector, a different approach can be used.  

Namely, a detector can be developed which directly analyzes a short sequence of frames.  Since 

a sequence contains more information than a single frame, the classification result can potentially 

be more accurate.  The remainder of this section reviews past work using this approach.  The 

research on detecting people in videos is not as voluminous as that of single frame methods.   

2.2.1 Optical Flow and Frequency Based Features 

One method to make use of temporal information is to use optical flow as a feature.  The 

approaches of [20] and [21] employ optical flow-based motion descriptors.  The algorithm in 

[20] combines HOG descriptors with optical flow-based motion descriptors.  The detector 

combines appearance descriptors extracted from a single frame of a video sequence with motion 

descriptors extracted from optical flow.  It scans a window across the image at multiple scales, 

and runs a linear SVM classifier.  In [21] the authors attempted to recognize an individual's 

action by matching the sequence of optical flow descriptors with examples in a database.  They 

looked for the best matches for classification (e.g., ballet, tennis).  According to the results 

reported in [21] the approach was successful at medium scale and required clear backgrounds.  

The optical flow-based features appear to help in high resolution [13], but in low-resolution 

scenarios, detection results are poor due to noise, camera jitter, and the limited number of pixels 

available.   

Another class of approaches [22] and [23] perform foreground segmentation and 

frequency analysis.  The approach of [22] segments a moving object from the background and 

applies time-frequency analysis to characterize the periodic motion.  Periodic motion shows up 

as peaks in the spectrum. The algorithm classifies different types of periodicity due to different 

types of motion symmetry such as walking/running humans, running dogs, and flying birds.  The 

approach of [23] tries to discriminate and track pedestrians in low-resolution aerial video 

sequences.  In this algorithm, foreground objects are segmented and tracked.  Frequency-based 

measures are used to detect the existence of human motion (e.g., the motion of a leg). 
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2.2.2 Haar-Like Features 

An alternative to HOG features is the so-called Haar-like features.  Haar-like features owe 

their name to their similarity to Haar wavelets.  In mathematics, a Haar wavelet is a sequence of 

square shaped functions that form a wavelet basis used in analysis [24].  Haar-like features are 

differences of rectangular regions in the images.  These features are simple and very fast to 

compute.  Although each feature is not very discriminatory, a large number of features can be 

chained together to achieve good performance.  The method of AdaBoost can be used to train a 

classifier and select features [25, 26, 27]. 

One of the first sliding window detectors was proposed in 2000 by Papgeorgiou and 

Poggio [28].  This algorithm used Haar-like wavelets as input descriptors.  They extended the 

idea of using intensity differences between local adjacent regions to a wavelet-based 

representation for people, car, and face detection.  For classification, they combined the Haar 

wavelets features with a polynomial SVM classifier.   

Haar-like features were also used by Viola and Jones [29].  Although their detector can be 

trained to detect a variety of classes of objects, it was motivated primarily by the problem of 

detecting faces.  In their detection framework, they employed AdaBoost to both select the best 

features and to train the classifier.  Approaches of [30], [31], [32], and [33] also used Haar-like 

features.   

Viola and Jones [31] extended their work of face detection to detecting pedestrians.  In 

this method, Haar-like wavelets are used to compute features in pairs of successive images to 

detect motion.  A rectangle of pixels in the current image is compared to the corresponding 

rectangle in the previous image, as well as a shifted version of the rectangle in four directions: 

up, down, left, and right.  These represent four directions of walking.  AdaBoost is used to build 

a cascade classifier based on a set of manually labeled training images. 

Jones and Snow [33] extended the above algorithm to make use of ten images in a 

sequence.  Three types of features were used: Haar-like features applied directly at each frame 

(appearance filter), absolute difference of Haar-like features in different frames, and a shifted 

difference filter to capture the motion of pedestrians.  Figure 2.2 shows the three different types 

of filters.  The first row illustrates one particular appearance filter.  Such filters act on a single 

window, which could be any of the 10 windows.  The second row shows a particular difference 

filter.  Such filters consist of one filter acting on one window and the negative of that 
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filter acting on another window. The third row shows a particular shifted difference filter.  

Different classifiers were trained to detect pedestrians for each of eight walking directions (north, 

northeast, east, southeast, etc).  Each detector was trained at the detection window scale of 24×26 

pixels.  The AdaBoost learning algorithm was used to select a set of features to separate 

pedestrians from non-pedestrians for each direction class of the eight classes.  Because of the 

large number of features that need to be examined at each stage, the training time can be quite 

slow (in the order of weeks) [3].   

The Jones and Snow algorithm is of interest to our work, since it was specifically designed 

to detect pedestrians in low resolution videos.  In Chapter 4, we compare the performance of our 

algorithm to theirs. 

 

2.2.3 Spatio-Temporal Features 

Features can also be extracted using gradients in both the spatial and temporal directions.   

The work of [35] extracts spatiotemporal interest points to recognize behaviors (e.g., of mouse) 

by analyzing the motion using cuboid descriptors. Their interest point detector is composed of a 

2D Gaussian smoothing kernel, applied along the spatial dimensions, and a pair of 1D Gabor 

filters applied temporally.  Gabor filters are used to obtain localized frequency information since 

they are sensitive to change in phase and give sinusoid response.  The detector is tuned to fire 

whenever variations in local image intensities contain periodic frequency components.  The 

strongest responses will be evoked whenever periodic motion is detected (e.g., bird flapping its 

wings).  Local histograms of gradients were then extracted in the neighborhood of each detected 

interest point.  This approach could be used to detect pedestrians instead of recognizing actions.  

However, in low-resolution image sequences, it would be difficult to extract interest points since 

the volume is so small and the pedestrian's size is only a few pixels. 

  
Figure 2.2: Three different types of filters  0. 
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On a related topic, the work of [32] recognizes sign language “words” (i.e., for deaf 

people) from video sequences, using volumetric spatiotemporal features based on Haar-like 

features.  The method relies on a learning system to combine these basic features in such a way 

as to depict the motion of hands.  In this work, the Haar-like features are 3D volume 

summations, rather than 2D rectangle summations.  Similar to the 2D case, the 3D features can 

be computed very quickly.  In this case, integral volumes are used rather than the integral images 

of the 2D case.  AdaBoost is used for classification.   

2.3 Pedestrian Detection in Aerial Images 

As previously mentioned, there is very little work on detecting pedestrians in low 

resolution aerial videos.  Aerial videos are challenging due to the potentially rapid translation 

and rotation of the camera, which can cause motion blur.  Also, since the camera is continuously 

moving, it is more difficult to create a background model for the purpose of segmenting 

foreground objects.  However, some motion compensation can be done by registering each 

image to a reference image.  In this way a short-term background image can be computed, which 

can be used to detect foreground (moving) objects using image subtraction [23].   

The few papers that address pedestrian detection in aerial images often use the same 

methods that were discussed above, namely HOG-like features with an SVM classifier (e.g., 

[36]) or Haar-like features with an AdaBoost classifier (e.g. [37]).  The work of [36] presents an 

algorithm for people detection and identification in a set of aerial images.  First, a subject 

manually selects a person in one aerial image; then the algorithm automatically finds that person 

in another image.  To search for the candidate person's image, the algorithm starts by detecting 

blobs for candidate locations of people, and then extracts histograms of color values (HSV 

channels) and HOG features from the detected blobs.  An SVM classifier is used to classify these 

feature vectors.  Although reported results are promising, the scenarios are presented in high 

resolution and need colors for matching.  When pedestrians are only a few pixels tall, appearance 

cues-based approaches such as these can fail.  This limits the general application of this 

technique, especially for low-resolution scenarios. 

The approach presented in [37] combines thermal (infrared) and optical (visible) imagery 

to detect cars in aerial images and uses only thermal imagery for people detection.  To detect 

people, they use metadata such as the field of view of the camera and the UAV altitude, since the 
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algorithm constrains the size of candidate detected (rectangular) regions with a maximum width 

and height.  These regions are detected using color clustering and edge detection to get candidate 

locations of humans.  Then Haar features are extracted from these regions with an AdaBoost 

classifier employed for classification.  Quantitative results were not presented. 

The only research found that uses image sequences in aerial scenarios was [23].  After 

video stabilization, foregrounds are detected using frame differencing.  For each candidate 

moving object, a sequence of detection window is used to compute frequency measures to detect 

the presence of periodic motion of some body parts, such as legs and arms.  Searching for 

moving object kinematic features might be processed over a period of up to four seconds.  The 

algorithm was not described in detail, and there are some doubts as to whether this approach 

would be feasible in low-resolution sequences. 

Another interesting approach is that of [38], which uses single images.  This work uses 

metadata (latitude, longitude, altitude, as well as pitch, yaw and roll) to predict the orientation of 

the ground plane normal, the orientation of shadows, and the size of people's shadows.  They 

detect blobs to get candidate locations of humans and then Daubechies wavelet [39] features are 

extracted from these areas by scanning a small image window around them.  Feature vectors are 

then fed to an SVM classifier for classification: human/non-human.  While the algorithm 

achieves good results in low resolution (24×26 pixels image windows), it is not clear that 

shadows will always be present in the image.  Another problem with this method is that it needs 

prior information that may not be available. 

2.4 Critique of Previous Work 

In summary, state of the art methods in pedestrian detection use HOG features in 

conjunction with a classifier such as SVM.  However, approaches that use single images perform 

poorly when pedestrians are less than 80 pixels in height.  The inclusion of motion features 

increases the detector performance.  The Jones and Snow algorithm [33] achieved good results 

on low resolution videos.  However, it is possible that more challenging datasets (e.g., with 

cluttered background, and more variety in viewing angles) would result in lower performance.  

Indeed, a subsequent evaluation [13] found that this approach fails to detect pedestrians with 

heights of 30 pixels or less.   
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Our algorithm, described in Chapter 3, differs from existing approaches since it 

compensates for the lack of information in low resolution images by gathering information over 

a relatively longer sequence of images. 

There has been very little work on detecting pedestrians in low resolution aerial images.  

The few papers that were found use similar approaches as in stationary surveillance videos.  One 

of the goals of this thesis is to develop a method that can successfully detect pedestrians in aerial 

videos. 

2.5 Detection versus Tracking 

As previously mentioned, although our detector uses multiple images, it is a detector, not a 

tracker.  To avoid any potential reader confusion between our proposed detection approach and 

tracking, we give a short review of tracking methods here, along with a discussion of the 

distinction between detection and tracking, and where our method lies. 

Tracking is a topic that is well studied with wide applications.  Since 2000, tracking 

algorithms have focused primarily on surveillance applications [27].  Tracking can be defined as 

the problem of estimating the trajectory of an object in the image plane as it moves in different 

frames of a video. 

Of course, detections based on short sequences (called “tracklets”) can be fused into long 

tracks.  However, in aerial image sequences taken from a rapidly moving camera, a person may 

not be visible for very long, so a long track cannot always be assembled.  The problem of 

assembling detections into long tracks will not be addressed.  The idea of fusing detections into 

tracks could be one of the paths for future work.   

When image sequences are available, the additional information may be used to improve 

performance.  One approach is to apply the single frame detectors to each image and fuse the 

results into tracks.  The association of detections into tracks can be a difficult problem.  It has 

been extensively studied and a number of statistical techniques have been developed.  Joint 

Probability Data Association Filtering (JPDAF) and Multiple Hypothesis Tracking (MHT) are 

two widely used techniques for data association, see e.g. [40].   

Tracking methods can be classified into three categories [42]:  (1) Point tracking where 

the detected objects are represented by points and the association of these points is based on the 

previous object state, which might include object position, motion, etc. (see Figure 2.3 (a)).  (2) 
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Kernel tracking which is based on object shape and appearance (e.g., rectangular patch with an 

associated histogram, as shown in Figure 2.3 (b)).  (3) Silhouette tracking where tracking is 

performed by estimating the object region in each frame (e.g., shape matching or contour 

evolution, as shown in Figure 2.3 (c)).  

 

 

Usually there is a relationship between the tracking algorithm and object representation 

(point, points, silhouette, geometric shape, etc.), and the application domain.  For example, to 

represent a human body, a contour or a silhouette is a good representation.  For object 

association, there are many appearance features used; for example, color features, textures, 

covariance features, histogram of gradient orientation, etc. ([42], [43], and [44]).  

Pedestrian tracking requires gathering information about a tracked subject over a relatively 

longer time period than what is required for detection.  For example, detection requires as low as 

 
                                    (a)                                                                            (b)                
                                        

 
                                                                            (c) 

 

Figure 2.3: The three main tracking categories. (a) Point tracking. (b) Kernel tracking. (c) 
Silhouette tracking. 
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a single frame which could correspond to 1/30 of a second, whereas the literature on tracking 

suggests up to 4 seconds interval length required to identify kinematic features of the tracked 

subject.  In [45] in order to obtain meaningful tracks that capture the motion characteristics over 

longer durations of time, sequences of several seconds are used.  In [5] tracking is done based on 

motion and appearance with mean track duration of 21 seconds, and it might be as long as 4 

minutes of tracking with association between targets and computed tracks based on spatial 

proximity for at least 3.2 seconds. 

The pedestrian tracker of [46] uses the output of the part-based detector of [47] to create 

what are called tracklets and residuals.  A tracklet is a short track segment of high confidence 

detections, and residuals are those with low confidence detections according to a certain 

threshold.  Tracklet descriptors are based on color, motion, and height. The tracker tracks 

pedestrians by associating detections across consecutive frames; however, if no more matches 

are found for the current tracked object, the track is terminated.  A new tracklet is created 

whenever detection cannot be associated with other tracked objects.  All the part detection 

responses that do not get associated with a track are used as residuals during the tracklet 

association stage.  The algorithm then associates tracklets using the MHT tracker to connect 

tracklets into longer tracks.  Figure 2.4 illustrates the residuals, tracklets, and associating 

tracklets into final tracks. 

 

The main challenge for the tracker occurs when detector output is unreliable and sparse 

because detectors usually deliver a discrete set of responses, which yields false positives and 

false negatives [44].  A tracker can compensate for an unreliable detector by fusing the noisy 

 

Figure 2.4: The tracklets having same color belong to the same object trajectory. Association 
paths of a tracklet are shown by using the lighter shade of the color used for the tracklet; e.g. 
light blue segments are associations path generated using tracklet in deep blue. 
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detections into an estimated track state.  False detections can be rejected (since they do not 

belong to a track) and missing detections can be tolerated by predicting the position of the object 

from the estimated state.  The work of [48] and [49] track vehicles, and if there is missing 

detection, the object location is estimated to compensate for the unavailable detections. 

One advantage of the proposed detector is that it can be integrated into a standard tracker, 

which is much easier than integrating other detection approaches which are based on single (or 

few) frames.  For example, if we use ½ second of time duration for detection (Figure 2.5), and 

the resulting detections (tracklets) are used as input to a tracker system; tracking information can 

be used to estimate locations of missed detections.  This reduces the number of false negatives 

and improves the overall performance of the system.   

 

 

 

 

 
 

 

Figure 2.5: Short- term detections (in red) for 0.5 second each can be integrated into long 
duration tracking (e.g. 3 seconds).  Tracking information can be used to recover from miss-
detections. Volumes in red color represent True Positives (TP), and volumes in blue color 
represent False Negatives (FN). 
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CHAPTER 3: PEDESTRIAN DETECTION METHOD 

 

This chapter describes the new pedestrian detection method in detail. Experimental results 

and analysis will be presented in Chapter 4.  Section 3.1 gives an overview of the approach.  

Sections 3.2 and 3.3 discuss the methods for video registration and detecting ROIs, respectively.  

A detailed description of volume formation and feature extraction is presented in Section 3.4.  

The classification technique is discussed in Section 3.5, and Section 3.6 summarizes training 

details.  Section 3.7 describes the process of non-maximum suppression. 

3.1 Overview of the Approach 

Figure 3.1 shows the architecture of the entire pedestrian detection system, which contains 

two phases: a training phase and a detection phase.  In the training phase, positive training 

examples (i.e., volumes containing pedestrians) and negative training examples (i.e., volumes not 

containing pedestrians) are created.  Features are then extracted from these volumes.  These 

examples are used to train a binary classifier, which is used to provide classification decisions.  

Figure 3.1 (a) shows this training phase.  The detection phase is shown in Figure 3.1 (b).  In the 

detection phase, the binary classifier constructed during the training phase is used to scan over 

detected ROIs in sequences of unseen testing images to search for pedestrians.  This phase has 

several components: video stabilization (for aerial videos), ROI detection, formation of spatio-

temporal volumes, feature extraction, classification, and non-maximum suppression.   

In this work, color images are not used since we assumed that color does not contribute 

significantly to detection.  It may be useful for tracking, but color (in the form of the hue and 

saturation component) is not a useful indicator of the presence of a pedestrian.  Shape (as 

estimated by the gradient of image magnitude) is more useful.  Therefore, we first convert all 

color images to grayscale prior to processing.  

3.2 Video Stabilization 

Video stabilization is applied to short overlapping sequences of 32 frames. We start with 

the first frame of each sequence and use it as the reference frame for the sequence. The 

remaining frames are registered to the first frame.  The results are overlapping groups of 32 
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frames, which are co-registered.  This aids the next step, which is to detect regions of interest 

containing potential moving objects.  In the case of videos taken from stationary cameras, the 

stabilization step can be skipped, since the images are already co-registered. 

 

Image registration (or image alignment) is the process of transforming one image to 

minimize the difference between it and another (reference) image.  Let T(p; b) represent a 

transformation, where p is a pixel location and b is a vector of parameters.  The transformation q 

= T(p; b) takes the pixel location p from the first image and maps it to a pixel location q in the 

second image.  The goal of image registration is to find the parameters that minimize the error 

between two images I1 and I2; i.e., minimize  

( )( ) ( )[ ]∑ −=
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One method to estimate the transformation parameters is to first find a small number of 

corresponding points between the two images.  These points, called “tie points” or “control 

points”, can be selected manually or discovered automatically. In our work, we find the 

 
                                     (a)                                                      (b) 
Figure 3.1: The architecture of our overall pedestrian detection system which contains 
two phases: training phase and detection phase 
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corresponding points automatically, as described below.  Once we have a sufficient number of 

corresponding points, we can solve for the transformation parameters.  Figure 3.2 shows a simple 

example of a spatial transform that maps point p from one image to point q in another image. 

 

In our work, we use a “homography”, or “projective transform”.  This has the form 
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where q~  is the transformed point in homogeneous coordinates.  To recover the coordinates of 

the point q from the homogeneous coordinates, the resulting point q~  must be scaled so that the 

third element equals 1 (i.e., by dividing q~  by its third element).  A homography has 8 unknown 

parameters (although the matrix has 9 elements, there are only 8 degrees of freedom due to the 

scaling), so at least four corresponding points are required to solve for the transformation. 

A homography can accurately model the projection of a plane from one viewpoint to 

another viewpoint in a projective camera such as a pinhole camera.   In our problem domain, we 

assume that the camera is looking down at the ground, which is approximately a planar surface.  

Thus, the homography transform models the relationship between any image in the sequence and 

the reference image. 

 The assumption of a planar surface is only an approximation, although it is usually good 

if the camera is high above the ground.  However, any objects (such as buildings and trees) 

above the plane will be miss-registered, and may result in ROIs that do not correspond to actual 

moving objects. Our classifier will subsequently filter these out, since motion patterns within 

these ROIs do not match the patterns of a walking person. 

To automatically determine corresponding points, Harris corner interest points [50] are 

matched between the reference image and each subsequent image.  A large number of points are 

used, to achieve better accuracy.  However, some of the point correspondences may be incorrect.  

These outlier correspondences will corrupt the estimated transformation, and it is important to 

 
Figure 3.2: Example of a transformation between two images. 
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filter them out.  We use the RANdom SAmple Consensus (RANSAC) algorithm ([3], [51]) 

which is a widely used approach to this problem.  The RANSAC algorithm starts by selecting a 

minimal set of points randomly and solving for the transformation.  It counts the number of 

points that agree with this transformation.  If this transformation has the highest number of 

inliers so far, it is saved, and then the algorithm repeats for a number of trials and returns the best 

transformation. 

Figure 3.3 shows the idea of overlapped groups of 32 frames.  We perform registration for 

each sequence of 32 frames, and then shift the reference frame by four frames.  Algorithm 1 

presents the overall process of video stabilization.  

 

Algorithm 1: Video Stabilization 
Input: Frames of aerial video: {f1, f2, f3, …, fn}. 
Output: Registered frame groups: {R1, R2, R3, …, Rm}. 
i = 1;   
while i ≤ n do 

sequence_count = 1  
fReference ← fi  

Rj ← {fi } 
IP ← Find Interest Points(fReference) 
k =  i + 1 

while sequence_count ≤ 32 do 
MIP ← Match interest points between fReference and fk 
H = Fit a homography between IP and MIP 
Transform fk using H, and append to the set Rj  
sequence_count = sequence_count + 1 
k = k + 1 

end 
i ← i + 4 

end 

3.3 ROI Detection 

   After stabilization, background subtraction is used to identify foreground objects in the 

scene for subsequent analysis.  The literature on background subtraction and motion 

segmentation is vast, and there are many surveys for the topic of background subtraction; (e.g., 

[52], [53], and [54]).  Background subtraction approaches were developed as early as the 1970s; 

for example, the work of [55] which used frame differencing to detect moving objects. 

Subsequent approaches proposed the use of statistical methods to model the background. 
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The work of [4] proposed the use of the median over a window of images to model the 

background.  [56] presented the idea of modeling the background by representing each pixel with 

a mixture of Gaussians and updating the model over time.  The updating was done recursively, 

which can model slow changes in a scene, but not rapid changes.  Most methods assume that the 

scene is observed over a (relatively) long period of time, and that changes in the scene occur 

gradually. 

In our application, we may not be able to observe the scene for a long period of time.   

Thus, we have to compute a “local” background model for only a short sequence of images.  The 

method we use is very simple.  We compute a background model for each group of 32 registered 

frames by computing the mean of the frames.  Although it is a simple model, the experiments 

show that it is reliable in detecting initial foregrounds. 

We then take the difference between the middle frame in each sequence and the 

background model for that sequence.  Initial foreground pixels are identified by thresholding the 

difference image, D.  These foreground pixels could correspond to real moving objects or 

possibly static objects due to non-perfect stabilization.  The difference between current frame at 

pixel (i,j) and the background is: 
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A pixel in the difference image D is classified according to an empirical threshold TL as follows: 
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              f1                 f2               f3                 f4                f5                f6         …         f32 

(a) 

 
             f5                 f6                f7                f8                 f9                f10        …         f36  

(b) 
Figure 3.3: Examples of overlapping sequences of 32 frames each (to be registered together). 
(a) Sequence1: frame1 to frame32. (b) Sequence2: frame5 to frame36. 
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In our work, the threshold was empirically set to 15−25 (depending on the image sequence).  

Morphological opening and closing operations are applied to eliminate small regions and join 

broken regions.  Then connected components are found to obtain initial ROIs.  The final ROIs 

are the ones that pass the final area thresholds: AL and AH.  For example, a ROI is included as a 

member in the final ROI set if its area in pixels satisfies the following condition: 

HROIL AAreaA <<  

In our work, these area thresholds were empirically set to 20 and 500 pixels, respectively.  An 

example of an image containing the final ROIs is shown in Figure 3.4.  

 

3.4 Formation of Spatiotemporal Volumes and Feature Extraction 

A sliding window of size 32×32 pixels is scanned within the bounding box of each ROI 

detected above (see Figure 3.5).  At each position, a spatiotemporal volume is created by 

extracting a sequence of subimages (slices), at a fixed position in the registered images, for N 

frames (we used up to 32 frames).  At a typical camera frame rate of 30 frames per second, this 

corresponds to a duration of up to one second (see Figure 3.6).  

The slice window size was chosen to be 32×32 pixels. This size is large enough so a 

pedestrian remains within the window throughout the sequence at normal walking speeds, which 

usually corresponds to about ½ pixel per frame.  Since our detector is trained to detect 

pedestrians with a height of approximately 20 pixels, this allows a border of about 6 pixels above 

and below the person.   

 
                         (a)                                                   (b) 
 

Figure 3.4: An example of detected ROIs shown on: (a) The binary image. 
(b) The registered Image.  
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To handle possible variations in scale, we extract volumes at multiple scales in the image 

sequence by creating a pyramid of images of different sizes.  A scale factor of 0.75 is used 

between levels of the pyramid (for a total of 6 pyramid levels).  This allows us to detect people 

that are taller than 20 pixels – the detector will detect people at the level of the image pyramid 

where the height is about 20 pixels. 

 

3.4.1 Feature Extraction 

The next step is to extract features from the series of slices that make up the volume 

(Figure 3.7).  We first compute the image gradient at each point in each slice.  This is done by 

convolving a gradient mask M with the gray scale image I in x and y directions.  A simple 

scheme of centered 1-D mask is used as follows. 

 
Figure 3.5: The sliding window is shown in green.  The bounding boxes of detected 
ROIs are shown in blue. For example, the green window slides from ROI corner point 
(r1, c1) to (r2, c2) searching for pedestrians.  Note: the grey area (on left and bottom 
borders) results from the image registration process. 

 
                                                     (a)                                                            (b) 

Figure 3.6: (a) Spatiotemporal Volume of size of 32 pixels × 32 pixels × N slices. (b) 
Features from all blocks the volume are concatenated into a single feature vector. 
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The resulting Gx and Gy are used to compute gradient magnitude and orientation as follows. 

22 ),(),(|),(| yxGyxGyxG yx +=
 

),(

),(
)),(tan(

yxG

yxG
yx

x

y=φ
 

 

HOG features are then extracted from each of the slices that make up the volume.  We 

divide each 32×32 pixel slice into square cells (typically 4×4 pixels each), and compute a 

histogram of gradient directions in each cell.  Gradient directions are quantized to 9 bins, which 

represent unsigned directions from 0°-180°.  Each pixel within the cell casts a vote for the bin in 

the histogram corresponding to its gradient direction, weighted by its gradient magnitude.  The 

result is a histogram for each cell, consisting of 9 values.  Figure 3.8 shows an example of the 

steps of extracting HOG descriptor features from an image.   

Following the method of [2], cells are grouped into (possibly overlapping) blocks, where 

each block consists of 2×2 cells.  The histograms from each cell within the block are 

concatenated to make a combined histogram, with 36 elements. 

 
            (a)                                               (b)                                                (c)      
Figure 3.7: Spatiotemporal Volume. (a) Positive example. (b) Gradient. (c) Computed HOG, 
with block (shown in red color), and cell (shown in yellow color) 
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For example, assume we have the image of Figure 3.9(a).  The block (of size 2×2 cells) in 

red color has the following feature vector, where each cell (in yellow color) has a size of 4×4 

pixels.  Each pixel within this cell casts a gradient magnitude weighted vote for an orientation 

based histogram channel.  The HOG feature vector of this block is 

( )4
9

4
1

3
9

3
1

2
9

2
1

1
9

1
1 ,...,,,...,,,...,,,..., hhhhhhhhf = .   

For example, for the second cell, the 9 features are:  

( )2
9

2
1 ,..., hh . 

Assume the orientations given in Figure 3.9(b) and the magnitudes given in Figure 3.9(c); the 

magnitude voting for 9 bins can be as shown in Figure 3.9(d). 

Finally, the histograms from each block and each slice are concatenated into a single 

large vector.  This represents the feature vector for the volume.  More about the best choices of 

key parameters (e.g., cell size, block size, number of bins) will be discussed in Chapter 4. 

3.4.2 Normalization 

The gradient magnitude can vary widely in images, due to changes in illumination.  To 

avoid undesirable effects on detection performance, we normalize the gradients.  Normalization 

can be performed in the input space (i.e., the image values) or in the feature space (i.e., the 

histogram values).  Normalization in the input space amounts to rescaling the intensity of the 

pixels of the images.  This normalization strategy has little or no effect on performance and 

sometimes decreases the performance.  Normalization in the feature space outperforms the one in 

the input space ([2], [57], and [58]).   

 
Figure 3.8: Interpreting gradient orientations into 9 bins histogram for each cell, and 
computing HOG features.  Slice size is 32×32 pixels, cell size is 4×4 pixels, block size is 2×2 
cells, and number of bins is 9. (Note: assuming block overlapping). 
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In the work of [59], they normalized gradients within each block.  This was done as 

follows.  Let v be the descriptor vector for the block and ε be a small constant.  They normalize 

each vector using the equation 

 

ε+
←

2
2

v

v
v  

where 
2

2
v  is the squared L2-norm.  The magnitude of the vector was then clipped to an 

empirically defined threshold, and renormalized again.  

In our algorithm, we normalize gradients within each “volumetric block”.  A volumetric 

block is the set of blocks at the same place in the image, across all slices, as shown in Figure 

3.10.  We use empirically derived values in range of 0.001 to 0.0001 for the constant ε, and clip 

the feature vector magnitude to an empirically defined threshold, and renormalized again.  The 

result of the normalization step is a set of feature vectors that are better invariant to changes in 

illumination or shadowing. 

 
Figure 3.9: Example HOG feature vector for one cell of size 4×4 Pixels. (a) An 
example pedestrian. (b) The computed orientations for one cell. (c) The computed 
magnitude for one cell. (d) The magnitude voting for 9 bins. 
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3.4.3 Dimensionality Reduction 

The feature vector size is determined by the number of orientation bins in each cell (nbins), 

the number of cells in each block (ncells), the number of blocks in each slice (nblocks), the number 

of slices per volume (nslices).  For example, using a volume of 16 slices, each slice of size 32×32 

pixels, cells of size 4×4 pixels with 9 bins for histogram (i.e., the angular histogram bins are 

evenly spaced over 0°–180°), with block of size 2×2 cells with no overlap between blocks, the 

feature vector size (FVs) can be computed as: 

features 9216941616 =×××=
×××=

s

binscellsblocksslicess

FV

nnnnFV
 

If block overlap is allowed, there are more blocks in each slice and the feature vector size is 

correspondingly larger.  

It is desirable to reduce the size of the feature vectors if possible.  Using lower 

dimensional features produces models with fewer parameters, which speeds up the training and 

detection algorithms, while keeping a reasonable detection performance.  The Principal 

Components Analysis (PCA) technique has been used for dimensionality reduction in many well 

known computer vision algorithms (e.g., SIFT descriptor [59] and HOG descriptor [3]).  Many 

pedestrian algorithms apply PCA to their feature vectors, (e.g. [60]). 

Following this reduction method, PCA is used to reduce the dimensionality of the features.  

Feature vectors are transformed to principal component space, and only those principal 

components that account for the most variance in the data are kept.  In the learning stage, a large 

 
Figure 3.10: (a) Volumetric Block. (b) Spatiotemporal volume of 16 slices. 
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number of 36-dimensional HOG features (i.e., for each block) are collected and PCA is 

performed on them.  The number of principal components is determined using the rate of 

cumulative contribution.  Eigenvalues are used to calculate the cumulative contribution rate to 

determine the number of dimensions as following.  Assume we initially have n eigenvalues 

0...21 ≥≥≥≥ nλλλ
 

The contribution rate ek of the kth principal component corresponding to the eigenvalue λk is 

defined as  

∑ =
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The cumulative contribution rate of the first m principal components (m < n) is defined as 

∑
∑

=

==
n

i i

m

i i
E

1

1

λ

λ
 

To reduce the dimensionality, we use half of the principal components.  Experimentally, 

we find that the top 50% of the principal components account for 80% to 90% of the variance in 

the data. 

 Let's assume that iv  is the feature vector of training example i , and we have N training 

vectors, each of dimension M.  The mean vector can be defined as  

∑ =
= N

i iv
N

v
1

1

 

The full orthonormal matrix U can be obtained by solving the eigen equation of the covariance 

matrix Σ .  

Λ=Σ UU , )( IUU T =  
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where Λ  is the diagonal matrix of which the diagonal elements are the eigenvalues.  The 

principal scores (the representation of features in the principal space) are obtained using the 

projection matrix U as  

)( vvUy i

T

i −=  

These are the new features projected in the new space (i.e., the output of the PCA algorithm).  

After training on reduced dimensionality features (the chosen subspace using truncated U), the 

PCA scores for any HOG features are computed using this equation according to the selected 

number of principal components.  The results of PCA experiments are discussed in Section 4.6.5. 

3.5 SVM Classifier 

SVMs were proposed by Vapnik ([17], [18]) and have yielded excellent results in various 

data classification tasks.  The SVM classifier has been adopted in human detection in many 

computer vision algorithms.  SVM is effective in high dimensional spaces, even in the cases 

where the number of dimensions is greater than the number of samples.  This section gives a 

short explanation of SVM and defines some terms related to SVM classifier used throughout this 

thesis.   

During classification, the SVM uses a subset of training points in the decision function.  

These points are called support vectors, SVs.  The use of a subset of training points (i.e., the SVs) 

saves the memory cost.  In addition, there are many kernel functions that can be used for the 

decision function.  As a common example, kernel function can be defined as a function that 

corresponds to a dot product of two feature vectors in some expanded feature space (kernel 

examples will be shown later).  There are some common kernels used, and it is possible to 

specify custom kernels [61]. 

To define some terms, assume we have the two dimensional data of Figure 3.11.  The data 

include some positive and negative examples.  We look for a linear function (hyperplane) f(x) 

that separates the two classes.  The best discrimination function is the one that maximizes the 

margin between positive and negative examples. Using a linear model, the two-class 
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classification problem can be put in the form bxwxf T +=)( , where w denotes the learned 

weights (weight vector). w  is normal to the separation line and b is a bias parameter.  Assume 

we have training data X, such that }1,1{,),(),...,,( 11 +−=×∈ YYXyxyx ll .  For positive and 

negative examples 

1.:1)( positive ≥+= bxwy iiix  

1.:1)(negative −≤+−= bxwy iiix  

For support vectors: 1. ±=+bxw i , as shown in the figure below.  The distance between 

point and hyperplane is 
||||

|.|

w
bxw i +

.  Therefore, the margin is given by
||||

2

w
, and we need to 

maximize this margin to have good separation.  This is equivalent to minimizing 2|||| w , see [62] 

and [63] for more details.  The purpose of training is to find w and b such that: 

wwT

bw 2

1
minarg
,  

Subject to 1).( ≥+bxwy ii
 

This is an example of a quadratic programming problem in which we are trying to minimize a 

quadratic function subject to a set of linear inequality constraints.  

To solve this problem, Lagrange multipliers are introduced and the solution is 

∑=
i iii xyw α , where 

iα  is the Lagrange multiplier, and 
ix is support vector. 0≠iα only for 

SVs. The final SVM predictor (the decision function) can be expressed for test point x as 

bxxybxwxf
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Given f(x), the classification of a new point x is obtained as  
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In the case where data is not linearly separable, the original input space can be mapped to 

some higher-dimensional feature space where the training set is separable: 

).(: xx Φ→Φ  

A simple example is shown in Figure 3.12.  Assume that we need to separate the red 

circles (positive examples) from the blue circles (negative examples) on a plane as shown below 

on the left figure.  Transforming this data into a higher dimensional space (e.g., 3 dimensions in 

this case) through the mapping shown in the figure would make the problem much easier since 

the points are now separated by a simple plane.  This embedding on a higher dimension is called 

the kernel trick. 

If we define a kernel function K such that )(x)(x  )x,K(x jiji Φ⋅Φ= , where (x)Φ  is a 

feature space transformation, then in order to classify new data jx , the decision boundary 

becomes by
SVi ii +∑ ∈

)x,K(x jiα .  The following are examples of commonly used kernel 

functions: 

•  Linear kernel: j

T
iji xxxxK =),(  

•  Polynomial kernel: P

j

T
iji xxxxK )1(),( +=  

•  Radial-Basis Function (RBF) kernel
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Figure 3.11: Example of two dimensional data includes positives and negatives. The 
hyperplane separates the examples into two classes. 
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In this thesis, two SVM kernels – a linear kernel and a radial basis function kernel were 

used.  Although the nonlinear kernel gives slightly more accurate results, for simplicity and 

speed, the linear kernel is chosen as the baseline classifier throughout this study.  

In practice, the class-conditional distributions may overlap, so the case of exact separation 

of the training data could lead to poor generalization.  Therefore the SVM is modified to allow 

some of the training points to be misclassified (soft margin).  To do this, slack variables 0≥nξ  

are defined; where Nn ,...,1= , and 0=nξ  for data points that are on or inside the correct margin 

boundary ([64], [17]).  

Therefore, adding the slack variables to handle non-separable cases makes the 

optimization problem become ∑
=≥

+
N

n

n
bw

wC
n 1

2

0,,

||||
2

1
minarg ξ
ξ

such that 
iii bxwy ξ−≥+ 1).(  and 

0≥nξ , where the regularization parameter 0>C  controls the trade-off between the slack 

variable penalty and the margin.  In the limit ∞→C , the SVM for separable data is recovered. 

In the experiments shown in Chapter 4, a freely available SVM-based classifier is used: 

the OSU-SVM toolbox version 3.0 [65].  This is a MATLAB SVM toolbox based on the C++ 

package SVMLIB.  It retains the high efficiency of SVMLIB but at the same time has the 

convenience brought from MATLAB.  

 

Figure 3.12: A simple example when the original input space is mapped into some 
higher-dimensional feature space where the training set is separable. 
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3.6 Training  

The data is separated into two sets: a training set and a testing set.  The training set is used 

to train the classifier.  Each instance in the training set X contains one target value and several 

attributes.  The target value is called class label and for our binary case its value is +1 for 

pedestrian example and -1 for non-pedestrian example.  The attributes are the features or 

observed variables that represent each example.  The goal of the learning process is to produce 

an optimal decision function f (based on the training data) that can recognize pedestrian 

examples.   

}1,1{: +−→mRf , that is based on data }1,1{,),(),...,,( 11 +−=×∈ YYXyxyx ll , 

where l  is the number of training instances that are vectors belonging to the space m
RX ⊆ .  

This function predicts the target values of unseen (test) data correctly given only the test data 

attributes.   

The first stage of training is to create the training data which contains positive examples 

(subwindows containing a pedestrian) and negative examples (completely person-free 

subwindows).  To extract positive examples (Figures 3.13) from the training videos, the 

following procedure was followed.  A pedestrian was manually selected in one of the images (in 

one of the detected ROIs) and a square subwindow was extracted from the image surrounding 

the pedestrian.  This subwindow was scaled such that the person was 20 pixels tall, and the 

subwindow size was 32 × 32 pixels.     

This size is large enough so the pedestrian remains within the window throughout the 

whole sequence, at normal (moderate) walking speeds, which usually corresponds to ½ pixels 

per frame.  Training pedestrians were chosen un-occluded, centered in the middle slice (central 

slice) of the sequence, with no interference with other pedestrians, and away from image borders. 

Next, a sequence of subwindows was extracted from the registered images; half of them 

preceding and half of them following the central image, at the same fixed place in all (registered) 

images, and the subwindows were similarly scaled.  A total of 32 such slices were assembled 

into a spatiotemporal volume, representing a single positive example.  We placed the starting 

position of the central window to ensure that the person remained in the 32 × 32 window 

throughout the duration of the 32 slice sequence. 
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Negative examples (Figures 3.14) were also extracted from the training images. These 

were spatiotemporal volumes of the same size as the positive examples, but sampled randomly 

from completely person-free areas of detected ROIs.  The binary classifier is trained using these 

examples. 

3.6.1 Cross-Validation 

The performance of SVM classifier depends on the choice of the regularization parameter 

C and the kernel parameters.  For example, for RBF kernel, the bandwidth parameter γ is the 

only kernel parameter to be selected.  Adapting the hyper parameters is referred to as SVM 
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(b) 
Figure 3.13: (a) Positive examples. (b) Each 2 rows of 32 windows (slices) comprise one 
positive example. In each example, slice at time t1 is shown on top left, and slice at time 
t32 is shown on bottom right 
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model selection.  One of the simplest and most widely used methods for estimating prediction 

error is cross-validation.  Cross-validation was used to select the value of C to be used with 

linear kernel, and also to select C and γ for the RBF kernel. 

  

Let )Pr,( ssedictedClaTrueClassL  be the price paid for classifying an observation 

belonging to class 1C as 2C .  So, if we have input example X, with predicted class )(
^

Xf , and 

actual class Y, the expected prediction error (or expected test error) is 

))](ˆ,([ XfYLEErr =  

This method directly estimates the expected error Err; the error when method )(
^

Xf  is applied to 

an independent test sample from the joint distribution of X and Y ([66], [61]).  

In cross-validation, data is partitioned into n segments.  One sample is chosen as a validation 

set and the accuracy of the model derived from the remaining (n-1) segments is scored.  This is 

                
 

                
 
 

                
 

                
 
 

                
 

                
 
 

                
 

                
 
 

                
 

                

Figure 3.14: Negative examples. Each 2 rows of 32 windows (slices) comprise one 
example.  In each example, slice at time t1 is shown on top left, and slice at time t32 is 
shown on bottom right.     
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repeated for all the n samples so that every sample acts as a validation set.  The predictive error 

obtained is used as a measure of internal validation of the predictive power of the classifier 

developed using the full data set.  All aspects of the classifier development process should be 

repeated.  For example, if we use 5-fold cross-validation, part of the available data is used to fit 

the model, and a different part to test it.  The data is split into 5 roughly equal-sized parts.  The 

scenario looks like the following: 

 

For the nth part (fourth above), we fit the model to the other (n-1) parts of the data, and 

calculate the prediction error of the fitted model when predicting the nth part of the data.  We do 

this for n = 1, 2, …, 5 and combine the 5 estimates of prediction error. 

In this work, 5-fold cross-validation was used for parameter selection, by partitioning the 

training data into 5 equally sized segments and then iterations of training and validation were 

performed to pick the best parameters for the SVM kernels.   

3.6.2 Baseline Classifier 

The baseline classifier throughout this thesis uses the following parameters (except if 

specified otherwise): blocks are of size 2×2 cells, with no overlap, and each cell consists of 4×4 

pixels.  The gradient filter [-1, 0, 1] is used, 9 bins are used for gradient orientations, and we 

normalize volumetric blocks using the L2-Hys norm.  The size of image slices is 32×32  pixels 

and a soft linear SVM is used with control parameter C = 0.01.  The parameters were set using 

cross validation or empirically.  Section 4.4 of the next chapter shows how the best choices of 

key parameters are made through experiments. 

3.7 Non-Maximum Suppression  

Non-maximum suppression (NMS) is applied to all detections in the image with 

confidence above a certain threshold as a postprocessing step to remove redundant detections.  

NMS is the task of finding all local maxima in an area of an image.  The first appearance of the 

term of ‘non-maximum suppression’ was in an edge detection context [67], and then it was 

     1                   2                   3                4              5 
 
 Train             Train            Train      Validation    Train 
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adopted for other applications.  The work of [68] shows different aspects of implementing NMS 

tasks.   

As described in the algorithm above, during testing a volumetric detection window is 

scanned across detected ROIs in the image sequence at all positions within the ROI and all scales 

within the image pyramid.  The detector typically generates many multiple responses around the 

target object (i.e., the pedestrian).  A standard convention to deal with this is to remove any 

detector responses in the neighborhood of detections with locally maximal confidence scores.   

Each detection is defined by a score and a bounding box (BB).  The score is the decision 

value the classifier produces as a classification output.  The BB is of the same size and at the 

same (x, y) coordinates of the detection window that detected the pedestrian.  For each instance 

of a pedestrian, we may get multiple overlapping detections; that is, overlapping BBs.   

Detections are sorted according to their detection decision value.  Then a greedy algorithm 

is used to select the detection with the highest score, and nearby BB detections are merged to a 

single final detection.  The BB that is covered with at least 50% of previous BB is considered a 

repeated detection and eliminated.  This method is commonly used by other researchers in the 

field of pedestrian detection, (e.g., [3]).  
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CHAPTER 4: EXPERIMENTS AND RESULTS 

 
 

This chapter presents the experimental work, the various datasets used for evaluation, and 

the results and findings.  In addition to evaluating our algorithm, we compare our results to two 

other algorithms: the Dalal-Triggs algorithm [2], which is among the most popular approaches 

for single frame pedestrian detection, and the Jones and Snow algorithm ([1], [33]), which was 

the best performing algorithm on low resolution pedestrians that we found.  If we limit our 

algorithm to use only a single image, it is essentially the same as the Dalal-Triggs algorithm.  

Therefore, we can directly compare the performance of our algorithm to that of the Dalal-Triggs 

algorithm on each of the datasets.  In the case of the Jones and Snow algorithm, we did not have 

an implementation of that to work with.  However, Jones and Snow give performance results on 

one of the datasets that we used, so we can compare our algorithm to theirs on that dataset.  

Section 4.1 gives an overview of metrics used to evaluate algorithm performance.  

Datasets used are presented in Section 4.2.  Section 4.3 gives an overview of the results.  Section 

4.4 analyzes the effect of the number of slices on performance.  Detection examples and 

discussion are presented in Section 4.5.  Performance and the effect of different parameters are 

discussed in Section 4.6.  In Section 4.7 we discuss the effect of frame randomization.  

4.1 Evaluation Metrics 

Different measures can be used to evaluate different characteristics of classification 

algorithms.  One well known approach used for evaluating a detector's performance is the 

Receiver Operating Characteristics (ROC) curve.  The ROC is based on another commonly used 

evaluation tool called the confusion matrix, [69].  These two tools are used because of their 

ability to visualize characteristics of binary classifiers. 

4.1.1 Confusion Matrix 

In the machine learning field, a table known as a confusion matrix is used to visualize the 

performance of an algorithm.  Its name reflects the fact that the matrix makes it easy to see if the 

system is confusing two classes.  The confusion matrix contains the information about actual and 
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predicted classifications made by a classification system [70].  Table 4.1 shows the confusion 

matrix for a two-class classifier.    

 

This matrix forms the basis for many commonly used metrics in the object detection field.  

The numbers along the major diagonal (TP, TN) represent the correct decisions made, and the 

numbers off this diagonal (FP, FN) represent the errors (the confusion) between the classes.  In 

the context of this study, the entries in the confusion matrix can be defined as follows: 

•  False Positives (FP): examples predicted as positive (pedestrian), which are from the 

negative class (non-pedestrian). 

•  False Negatives (FN): examples predicted as negative (non-pedestrian), whose true class 

is positive (pedestrian). 

•  True Positives (TP): examples correctly predicted as pertaining to the positive class 

(pedestrian). 

•  True Negatives (TN): examples correctly predicted as belonging to the negative class 

(non-pedestrian). 

In this thesis, “examples” are the volumes within ROIs that were tested and classified by the 

detector.   

In this work, we use standard metrics that are defined based on the entries of the confusion 

matrix.  The “Detection Rate” (DR) measures how accurate the classifier is in sensing targets of 

interest.  It is the proportion of positive examples (pedestrians) that were correctly identified.  

Table 4.1: Confusion matrix for two-class classifier 
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DR is also called “Recall”, “True Positive Rate (TPR)”, or “Sensitivity”.  DR is calculated using 

the equation: 

Positives Total

Classified Correctly  Positives
=DR  

FNTP

TP
DR

+
=

 

The “False Positive Rate” (FPR) is the proportion of negative examples (non-pedestrians) 

that were incorrectly classified as positives (pedestrians), as calculated using the equation: 

Negatives Total

Classifiedy Incorrectl Negatives=FPR

 

FPTN

FP
FPR

+
=

 

Another commonly used metric is “Accuracy”, which is the proportion of the total number 

of predictions that were correct.  It is determined using the equation: 

Trials ofNumber  Total

Examples ClassiedCorrectly 
=Acc

 

FNFPTNTP

TNTP
Acc

+++
+=

 

We define the ratio β as the proportion of positive class in the dataset such that  

NP

P

+
=β

 

where P is the number of positive examples, and N is the number of negative examples.  We can 

obtain the following equation: 

yspecificitysensitivitAcc ×−+×= )1( ββ  
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If a dataset is balanced, then β ≈ 0.5; in this case, maximizing the overall accuracy is equal 

to maximizing both sensitivity and specificity with the same weight.  However, in the case with 

an imbalanced dataset with β ≈ 0 (positive class minority), maximizing the overall accuracy will 

bias toward maximizing specificity more than sensitivity, and vice versa as β approaches 1.   

4.1.2 Receiver Operating Characteristic (ROC) Curve 

The ROC curve is a useful tool for visualizing and evaluating binary classifier 

performance.  It depicts the tradeoff between hit rates (DR) and false alarm rates of a classifier.  

The ROC curve illustrates the performance of a binary classifier system as some of its 

parameters are tuned (varied).  It is created by plotting DR (y-axis) versus FPR (x-axis); that is, 

the fraction of true positives out of the total actual positives versus the fraction of false 

positives out of the total actual negatives ([71], [72], and [73]).   

To show some details of how to read the ROC curve, Figure 4.1 shows examples of three 

ROC curves.  Point (0, 0) represents a non-positive classification; this means the classifier's 

output was negative all the time.  Point (1, 1) on the other hand, represents all-positive 

classification all the time.  That is, the output of the classifier was always positive.  Point (0, 1) 

represents perfect classification, whereas point (1, 0) represents perfect misclassification. Thus, 

the ROC curve helps in choosing a threshold which defines a point towards the top left of the 

curve that has the effect of maximizing TPR while minimizing FPR (in the direction of the red 

arrow in Figure 4.1). 

 

 
Figure 4.1: General example of ROC curve.  
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The operating point for a classifier can be chosen so that the classifier gives the best trade-

off between the costs of decreasing true positives against the costs of increasing detected false 

positives.  For example, if the target application is a surveillance system and all positive 

responses must be shown to a human operator who can only process a certain number of events 

per some time period, it is important to limit the false positive rate to some acceptable value.  

The performance of the classifier is then determined by the detection rate at that false positive 

rate.  This can be used to compare two classifiers – for example, in Section 4.3, when we 

compare our method to other detection methods; we evaluate our system’s DR at the same FPR 

that the other methods use. 

4.2 Experimental Procedure and Datasets 

Following the method of [3], a detection is considered to be correct if there is at least 50% 

overlap between the detection window and the ground truth; i.e. they share 50% of the area.  To 

save time, we apply the detector to every fourth frame in a sequence, instead of every frame.  We 

still construct the volumes using up to 32 consecutive frames, but the volumes in time direction 

are shifted every four frames.  We treat detections at different times as if they were independent.  

This means that a pedestrian detected in frames 1-32 and also in frames 5-36 is counted as two 

detected instances.  A tracker (perhaps developed in future work) could assemble these 

detections into a single track.   

There are a number of datasets that have been used for pedestrian detection.  Many of 

these are specifically designed to evaluate pedestrian detection from moving cars.  Since our 

target application is surveillance video from stationary or aerial images, these datasets are not 

appropriate for evaluating our system.  Other datasets consist of video taken by indoor 

surveillance cameras.  In these datasets the people are relatively large in the images.  Since our 

target problem is detecting people in low resolution images, these are also not applicable. 

We found five commonly used datasets that are representative for our application.  These 

are two stationary camera datasets (PETS2001, VIRAT public 1.0), and three aerial datasets 

(VIRAT Fort AP Hill, UCF-2009, UCF-2007).  In the stationary datasets, videos were collected 

from a stationary surveillance camera.  In such scenarios, no video stabilization is needed.  All 

the images were converted from color to grayscale since color information was not used during 

feature extraction.  In addition, grayscale images were used during image registration. 
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All these datasets are low resolution; however, the height of people in some images is 

greater than 20 pixels.  Although our detector was designed to detect people with heights of 20 

pixels, it can still detect these larger pedestrians.  Since an image pyramid was used, the detector 

can detect people at the image level where the height was about 20 pixels.  This guarantees that 

at some level of the pyramid the people will be close to 20 pixels height and can be detected by 

the algorithm.  

4.2.1 Stationary Datasets 

The PETS 2001 dataset was released in 2001 [74].  PETS 2001 is probably the most 

popular of the PETS series in automated surveillance research [67].  The PETS 2001 dataset was 

also used by Jones and Snow to evaluate their algorithm [33].  The PETS 2001 dataset contains 

16 video sequences of about two to four minutes length, with a frame rate of 25 frames/second, 

and frame size of 768 pixels in width and 576 pixels in height.  Half the videos are designated as 

training, and half for testing.  The sequences were taken by two stationary cameras mounted on 

high vantage points looking down upon a street and parking lot in front of a building.  Cars and 

pedestrians periodically move through the scene at different times of the day with different light 

conditions (Figure 4.2).   

The second stationary camera dataset is the stationary VIRAT (Video Image Retrieval and 

Analysis Tool) dataset.  This dataset was designed to be realistic, natural and challenging 

for video surveillance domains in terms of activities and pixel resolution on pedestrians [7].  The 

video sequences were taken by stationary cameras mostly at the top of high buildings to record 

large numbers of event instances across a very wide area while avoiding occlusion as much as 

possible.  The cameras look down upon a scene containing streets with buildings, trees, and 

parking lots.  Cars and pedestrians periodically move through the scene.  Pedestrians in this 

dataset appear in cluttered backgrounds and have a wide range of appearances, due to different 

poses, body sizes, and outdoor lighting conditions.  The dataset consists of twenty video 

sequences; each approximately 0.5 to 5 minutes length with a frame rate of 30 frames/second, 

and frame size of 1280 pixels in width and 720 pixels in height.  The heights of pedestrians 

within the videos range from 25 to 200 pixels (Figure 4.3).   
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(a)                                                                                           (b) 

 
 

                
 

                
 

                
 

                

(c) 
 

Figure 4.2: (a) and (b) Two frames from PETS 2001. (c) Four different example 
sequences. Note: video sequences were taken at different time of the day, with 
different illumination conditions. 

  
(a)                                                                                           (b) 

 

                 
 

                
 

                
 

                 

(c) 

Figure 4.3: (a) and (b) Two frames from stationary VIRAT. (c) Positive example 
sequences. 
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4.2.2 Aerial Datasets 

The VIRAT Fort AP Hill aerial dataset was recorded using an electro-optical sensor from 

a military aircraft flying at a height up to 1000 meters.  The resolution of these aerial videos is 

640×480 with 30Hz frame rate, and the typical pixel height of people in the collection is about 

20 pixels.  The data was collected in natural scenes to be realistic, showing people in standard 

contexts.  Directed actors were minimized; most were general population.  The videos include 

buildings and parking lots where people and vehicles are engaged in different activities.  The 

data is challenging in terms of low resolution, uncontrolled background clutter, diversity in 

scenes, rapidly changing viewpoints, changing illumination, and low pedestrian image sharpness 

[7].  Figure 4.4 shows examples of frames and sequences from the aerial VIRAT dataset.   

 

This dataset also contained sequences with some very low-resolution pedestrians, in which 

pedestrians are of less than 20 pixels in height.  Figure 4.5 shows some very low-resolution 

images from the aerial VIRAT dataset, and some example sequences.  Although our algorithm is 

designed to detect pedestrians of height 20 pixels or more, we also evaluated the algorithm on 

some of this data as well, to understand how the performance degrades as the resolution is 

lowered.   

  
(a)                                                                                           (b) 

 

                
 

                
 

                
 

(c) 

Figure 4.4: (a) and (b) Two example frames from aerial VIRAT. (c) Different 
example sequences created from registered frames. 
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The UCF-2009 dataset is from the University of Central Florida.  It is also known as the 

UCF-Lockheed Martin Dataset (we call it UCF-2009 to distinguish it from an earlier UCF 

dataset of 2007).  Video sequences were obtained using an R/C-controlled blimp equipped with a 

camera mounted on a gimbal in a dirt parking lot near the football stadium in Florida.  The flying 

altitudes ranged from 400–450 feet.  Actions were performed by different actors.  The UCF-2009 

dataset has a resolution of 540×960 pixels with a 23Hz frame rate.  Figure 4.6 shows two 

example frames and four example sequences.   

The UCF-2007 dataset is an earlier dataset from UCF, and is more challenging (compared to 

the UCF-2009 dataset) due to large variations in camera motion, rapidly changing viewpoints, 

changes in object appearance, pose, object scale, cluttered background, and illumination 

conditions.  In this dataset, people walk in different directions in a park and get close to trees and 

bushes.  Figure 4.7 shows two example frames and some example sequences.   

The UCF-2007 data suffers from interlacing, motion blur, and poor focus.  Interlaced video is 

a technology that was developed in the early days of television.  The interlaced signal contains 

  
(a)                                                                                           (b) 

                
 

                
(c) 

                
 

                
(d) 

Figure 4.5: (a) and (b) Two example frames from aerial VIRAT. (c) Two very low-
resolution positive example sequences created from registered frames. (d) Two 
negative example sequences. 
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two fields of a video frame captured at two different times, which exhibits motion artifacts called 

interlacing effects.  The effect becomes more obvious particularly in areas with objects in motion 

(Figure 4.8 (top), page 54).     

 

 

  
(a)                                                                                           (b) 

 

                    

(c)                                                                                           (d) 

Figure 4.7: (a) and (b) Two example frames from aerial UCF-2007 dataset. (c) and (d) 
Positive examples sequences created from registered frames.  

  
(a)                                                                                           (b) 

 

                
 

                
(c) 

 

                
 

                

(d) 
Figure 4.6: (a) and (b) Two example frames from aerial UCF-2009. (c) Positive example 
sequences (pedestrians) created from registered frames. (d) Negative example sequences. 
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To rectify the interlace artifacts we remove every other row and column, therefore halving the 

frame resolution (Figure 4.8 (bottom)).  The UCF-2007 dataset has a resolution of 854×480 

pixels with a 30 Hz frame rate, and after deinterlacing the resolution becomes 427×240 pixels. 

 

4.2.3 Image Sharpness Estimation 

We noticed that the datasets differ in image quality.  In some datasets, such as aerial 

VIRAT, the images are not as sharp.  This is important because our algorithm is based on image 

gradients.  Large gradients occur at sharp discontinuities in the image, which occur at boundaries 

of objects and therefore represent information on shape.  If images are blurred, the image 

gradient decreases in magnitude and the orientation becomes less reliable.   

 We can quantify the sharpness of the images.  Many algorithms have been proposed to 

estimate image sharpness or blurriness.  Most methods use edge-appearance models [75] since 

edge-appearance is the most affected component by image blurriness.  Some of these algorithms 

compute the average gradient magnitude in the image.  Kumar et al. [76] proposed to use the 

average absolute value of the discrete second derivative.     

 
 

  
 

Figure 4.8: (Top) Example frame from UCF-2007 dataset with interlacing artifacts. (b) The 
same frame of part (Bottom) after deinterlacing. 
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The method we used to estimate sharpness was to compute the average gradient 

magnitude in targeted sub-images.  Since the sub-images of interest to our application are the 

ones containing pedestrians, we measured sharpness in those.  Figure 4.9 (a) shows some 

examples from aerial VIRAT and UCF-2009.  Figure 4.9 (b) shows a sharpness comparison 

between a sample of 100 slices from those two datasets.  The results confirm that the VIRAT 

dataset is not as sharp as the UCF-2009 dataset, so we hypothesize the detector performance will 

be lower. 

 

4.3 Detector Performance Overall Results 

The detector was applied to the test videos of the five datasets described above.  The 

results in this section use the following default parameters: Blocks are of size of 2×2 cells, with 

no overlap, and each cell consists of 4×4 pixels.  Gradients are computed using the [-1, 0, 1] 

filter. We use 9 bins for gradient orientations, and normalize volumetric blocks using the clipped 

L2-norm as described in Section 3.4.2.  The size of image slices is 32×32 pixels and the volume 

consists of 16 slices.  A soft linear SVM is used with a cost parameter C (with a value of 0.01 

determined through cross-validation) that controls the trade-off between slack variable penalty 

and the margin.  In Section 4.4, we present an analysis of the effect of changing these 

parameters.     

      
(a)                                                                                (b) 

 

Figure 4.9: (a) Examples from VIRAT aerial dataset (top raw), and UCF 2009 dataset 
(bottom). (b) Sharpness estimation for a sample of 100 slices from VIRAT and 100 slices from 
UCF datasets (sorted by sharpness value).  
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To show the main concept, Figure 4.10 presents an example of the results of applying the 

algorithm to one of the aerial datasets.  As described in Chapter 3, the process involves video 

stabilization (except for stationary camera videos), determining the temporary background frame, 

computing the difference image, defining initial foreground, applying some morphological 

operations, defining final ROIs, and applying pedestrian detector around these ROIs to search for 

pedestrians.   

The moving object detector that detects ROIs in image sequences gives a good detection 

rate in detecting potential moving objects.  For example, in 520 sequences of frames from PETS 

2001 dataset (each sequence contains 16 frames) and 524 sequences from Aerial VIRAT dataset 

(each sequence contains 16 frames), the moving object detection rate was more than 95%.  In 

these sequences, most of the ROIs containing pedestrians are detected.  For example, in Aerial 

VIRAT, in 1607 ROIs only 49 are not detected, and in PETS 2001, in 1929 ROIs only 88 are not 

detected. 

4.3.1  Stationary Datasets 

For the PETS 2001 dataset, we extracted 2,560  training examples from the training 

videos.  960 of them were positive examples and 1600 were negative examples.  After training, 

the detector was applied to ROIs in the test videos.  The total number of tested examples was 

1,235 positive examples (16 slices each) and 8,730 negative examples (16 slices each).  The 

subjects in the examples are always upright walking, with a wide range of variations in pose, 

appearance, clothing, illumination and background.  Pedestrians are walking in various directions 

at different distances from the camera, and examples have a variety of blurriness.   

Using the detector with the default parameters, a detection rate of 94.7% was achieved 

with a false positive rate (FPR) of 10-6.  This means that 94.7% of the actual pedestrians were 

detected correctly as pedestrians, and for every 1,000,000 non-pedestrian volumes tested, only 

one example would be classified as a pedestrian.   

At the same FPR, the Dalal algorithm [2], which uses single images, achieved a detection 

rate of 73%.  On the same dataset, the Jones and Snow algorithm [33] achieved a detection rate 

ranges from 84% to 93%, and when they combine 8 detectors (each one was trained separately) 

they achieve a detection rate of 93%.  Figure 4.11 (top) shows the ROC curves of the three 

detectors.  To generate these curves, we varied the detection threshold of the detector. 
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For the stationary VIRAT dataset, the training set consisted of 1760 examples: 780 of 

them were positive examples and 980 were negative examples.  The trained detector was applied 

to video sequences different from the training set.  After training, the detector was scanned on 

detected ROIs in sequences of images containing positives and negatives.  The total number of 

tested examples was 720 positive examples (16 slices each) and 3860 negative examples (16 

slices each). 

  
                      (a) Frame number 1.                                   (b) Frame number 16. 
 

                 
    (c) Frame number 1 (gray scale). (d) Frame number 16 registered to frame number 1. 
 

  
(e) Temporary background. (f) Difference = Frame number 16 - background. 

 

  
 

    (g) Detected motion regions.  (h) Detected ROIs (blue), and pedestrians (red). 
 

Figure 10: Results of the steps of applying the proposed approach on a sequence of 
images from UCF 2009 dataset. 
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Using the detector with the default parameters, we achieved a detection rate of 91% with a 

false positive rate of 10-6.  This means that 91% of actual pedestrians were detected correctly as 

pedestrians, and 1 in 1,000,000 tested non-pedestrian volumes were incorrectly classified as 

pedestrian.  At the same FPR rate, the static detector of Dalal and Trigs [2] achieved a DR of 

70%, on the same dataset. 

4.3.2  Aerial Datasets 

For the aerial VIRAT dataset, the training set consisted of 1,280 positive examples (16 

slices each) and 1,280 negative examples (16 slices each).  After training, the detector was 

scanned on detected ROIs on test set sequences.  30,000 frames were used as a test set.  A total 

 

 

Figure 4.11: (Top) ROC curves of the three detectors on PETS 2001 dataset. 
(Bottom) ROC curves of the two detectors on Stationary VIRAT dataset. 
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of 12,600 volumes were classified during the scanning over the detected ROIs, of which 5,016 

were positive examples and 7,584 were negative.  Using the detector with the default parameters, 

it achieved a DR of 78% at FPR of 4×10-3.  This value of FPR means that only 4 in 1000 tested 

non-pedestrian volumes were classified as pedestrians.  At the same FPR the single-frame Dalal 

detector achieved a detection rate of 39%.   

We also applied the detector to portions of this dataset where pedestrians are less than 20 

pixels in height.  In this experiment, the training set consisted of 160 positive examples (16 slices 

each) and 320 negative examples (16 slices each).  After training, the detector is scanned within 

each detected ROI in test set sequences.  A total of 460 volumes were classified during the 

scanning over the detected ROIs, of which 160 were positive examples and 300 were negative.  

Using our dynamic detector on this dataset achieved a DR of 55% at FPR of 4×10-3.   

For the UCF-2009 dataset, the training set consisted of 1,000 positive volumes (16 slices 

each) and 1,000 negative volumes (16 slices each).  During testing, the trained detector was 

scanned within each detected ROI in test set sequences.  More than 24,000 frames were used as a 

test set.  A total of 5,880 volumes were classified; 2,184 of them were positives, and 3,696 were 

negatives.  Using the detector with parameters tuned for the best performance on this dataset, DR 

is 92% at FPR of 4×10-3.  At the same FPR the Dalal detector achieved a DR of 50%. 

For the UCF-2007 dataset, the training set consisted of 250 positive volumes and 250 

negative volumes.  During testing, a total of 500 volumes were classified; half of them positives 

and half of them were negatives.  Using the detector with the default parameters, DR is 73% at 

FPR of 4×10-3.  At the same FPR the Dalal detector achieved a DR of 41%. 

Figures 4.12 (a), (b), and (c) show the ROC curves for our multi-frame HOG detector and 

the single frame Dalal detector on these two datasets.  The new detector outperforms the single-

frame Dalal detector at all FPR rates.   

4.3.3  Summary and Discussion 

Using the default algorithm parameters, our new multi-frame HOG based detector 

consistently outperforms the Dalal single-frame detector.  It also outperforms the Jones and 

Snow multi-frame detector on the PETS 2001 dataset (we did not have an implementation of 

their code, and so could not compare their results on the other datasets). 
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Table 4.2 shows detection rates for the Dalal algorithm and the new multi-frame HOG-

based algorithm.  DRs are evaluated at a constant FPR of 1x10-6 (for the first two) and 4x10-3 

(for the last three). 

 

 

 

  
                                           (a)                                                                                        (b) 

 
(c) 

 

Figure 4.12: ROC curve for Multi-Frame HOG detector and the Dalal detector on (a) Aerial 
VIRAT dataset and (b) Aerial UCF-2009 dataset. (c) Aerial UCF-2007 dataset. 

                Table 4.2: DRs for the Dalal detector and the new detector 

Dataset Dalal Algorithm DR Multi-frame HOG based DR 

PETS 2001 73% 94.7% 

Stationary VIRAT 70% 91% 

Aerial VIRAT 39% 78% 

UCF 2009 50% 92% 

UCF 2007 41% 73% 
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Figure 4.13 shows the ROC curves for the multi frame HOG detector on all five datasets.  

Several observations can be made from these curves.  First, the detector gives better detection 

rates and lower false positive rates when it is applied to stationary videos than when it is applied 

to aerial videos.  One reason is that the aerial videos tend to be more noisy and blurry than 

stationary videos since they are taken from higher altitudes.  The effective resolution of 

pedestrians in aerial videos is lower than that of stationary videos.  Another reason is that in 

aerial videos, the videos need to be stabilized, and the stabilization is not perfect.  The diversity 

in scenes in aerial scenarios requires the detectors to learn a greater variety of cluttered 

backgrounds. 

 

For the aerial datasets; aerial VIRAT has detection rates consistently lower than those of 

the UCF-2009 dataset.  As shown in Section 4.2.3, the images in aerial VIRAT are not as sharp 

as in UCF-2009.  Also, the background clutter and diversity in scenes in aerial VIRAT makes it 

more challenging for the detector to be trained than the case of UCF-2009.   

4.4 Effect of Number of Slices on Performance  

One of the key contributions of this work is the use of multiple frames to compensate for 

the lack of information in low-resolution scenarios.  We tested the effect of the number of slices 

N on the performance of the detector.  For values of N ranging from 1 to 32, we trained the 

classifier on volumes with N slices, and then tested the trained classifier on volumes with the 

 

Figure 4.13: ROC curves for the Multi-Frame HOG Detector on different datasets. 
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same number of slices.  The curves of Figure 4.14 show detection rates (for constant FPR) as N 

is varied for stationary and aerial datasets.   

 

The curves (Figures 4.14) show that improvement increases with the number of slices 

until a total of 16 slices is reached.  After that, adding more slices does not improve DRs.  One 

possible reason is that there is enough motion in 16 frames for the classifier to tell whether the 

tested example is a pedestrian or not.  Note that the case where the number of slices is equal to 

one represents the standard single-frame HOG-based pedestrian detector method (Dalal detector  

[2]), and it always gives the lowest detection rates. 

In the aerial VIRAT dataset, the use of a single frame (i.e., one slice per volume classifier) 

gives a DR of 40% at FPR of 4×10-3.  At the same FPR, the use of 16 slices per volume raises 

the DR to 78%.  For the UCF-2009 dataset, the use of a single frame gives a DR of about 50% at 

FPR of 4×10-3, and as the number of frames used reaches 16 frames, the DR goes up to 92% at 

 

 

 

Figure 4.14: The effect of the number of slices per volume on DR. (Top) 
stationary datasets. (Bottom) Aerial datasets. 
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the same FPR.  ROC curves are shown in Figure 4.15, for classifiers using different numbers of 

slices. 

 

4.5 Detection Examples and Discussion  

Figures 4.16–4.19 show example frames from the different datasets used in this work.  

Detection results are shown as boxes, where TP is “true positive”, FP is “false positive”, TN is 

“true negative”, and FN is “false negative”.   

 

 
 

 
 

Figure 4.15: ROC of the classifiers with different number of slices/volume: (Top) Aerial 
VIRAT Dataset. (Bottom): Aerial UCF-2009 Dataset. 
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Figure 4.16 (a) and (b) shows two frames from the aerial VIRAT dataset.  Examples of 

detection results are shown as boxes (we are not showing all the TNs in these figures).  Figure 

4.16 (c) shows the sequence of slices for one of the TP detections.  Figure 4.16 (d) shows an 

example of a sequence of slices for TN detections.  TNs result from scanning the classifier 

around false ROIs that correspond to motion regions resulting from non-pedestrian motion (e.g., 

vehicles) or from static objects due to non-perfect stabilization.  In this example, the ROI 

corresponds to a static object (building edges).  Since the motion pattern for this object does not 

match that of a pedestrian, the classifier labels this as a non-pedestrian. 

 

Figure 4.17 (a) and (b) shows two frames from the UCF-2009 dataset.  Examples of 

sequences of slices for TN detections are shown in Figure 4.17 (c) and (d).  The TNs shown here 

resulted from scanning the classifier around false ROIs corresponding to non-pedestrian motion; 

(e.g., a car and a bicycle).  The motion patterns here do not match that of pedestrians.  Therefore, 

the classifier labels them as non-pedestrians. 

Figure 4.18 shows frames from UCF-2007 dataset with detections, and Figure 4.19 shows 

examples from the stationary VIRAT dataset and PETS 2001 dataset with detections. 

 
                                (a)                                                               (b) 
 

                       
 

                       

                                (c)                                                                (d) 
Figure 4.16: (a,b) Two frames from VIRAT dataset with detections. (c) Slices for one TP in 
(a).  (d)  Slices for the TN shown in (b).  
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                               (a)                                                                 (b) 
 

Figure 4.19: Example detections, (a) PETS2001 dataset. (b) Stationary VIRAT dataset. 

 
                                            (a)                                                                  (b) 

Figure 4.18: (a) and (b) Two frames from UCF-2007 dataset with example detections.   

     
                                   (a)                                                                (b) 

                     

                                   (c)                                                                 (d) 
Figure 4.17: Detections on two frames from UCF-2009 Dataset. (a) FP and TPs. (b) TNs. 
(c) and (d) Sequences for TNs shown in (b). 
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We now examine in detail the behavior of the classifier on two examples from the aerial 

VIRAT dataset.  Example 1 is a case where a pedestrian was detected as true positive, and 

Example 2 is a case where a pedestrian was a false negative (i.e., the classifier failed to detect the 

pedestrian).  In Figures 4.20 and 4.21, the slices are shown on a larger scale.  

As discussed in Chapter 3, during the training phase, the learning process produces the 

optimal decision function 

)()( bxwxf T +=  

that classifies unseen data correctly. The classification (pedestrian � +1 and non-pedestrian � 

−1) is obtained as  
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In this section, examples of classifying pedestrians using different classifiers are 

discussed.  Each classifier is trained and tested on sequences containing a different number of 

slices.  The examples describe the effect of adding more slices on the output of the decision 

function  f.   

Example 1: True Positive 

Figure 4.18 shows the first example, and Table 4.3 shows the computed decision values, 

which is the output of the decision function when it is fed with the feature vector of this example.  

Each value in the DV column represents the decision value computed using a classifier trained 

and tested on sequences containing a different number of slices.  For example, the decision value 

produced by the classifier that is trained and tested on single slice examples is -0.42756.   

As shown in the DV column, the positivity of the decision value increases as more slices 

per volume are used to represent the example.  The DV reaches its peak value when the number 

of slices used is between 16 and 24 slices per volume.  Obviously, the pedestrian in the example 

is hard to recognize, but over a longer sequence, the classifier becomes able to analyze motion 

patterns that were learned during the training stage. 
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Figure 4.20 (a): Sequence of slices of Example 1.  In this sequence: slice # 1 is shown 
at top left, and slice # 32 is shown at bottom right. 

 

Figure 4.20 (b): The curve of computed DV of Example 1. 

Table 4.3: Decision values vs. number of slices per volume of the example of Figure 1 

Number of 
Slices/Volume DV 

Number of 
Slices/Volume DV 

Number of 
Slices/Volume DV 

1 -0.42756 7 -0.175 13 0.3136 

2 -0.50974 8 -0.06097 14 0.3485 

3 -0.4413 9 0.011 15 0.4078 

4 -0.44541 10 0.1095 16 0.475923 

5 -0.4178 11 0.164 24 0.491471 

6 -0.2274 12 0.2413 32 0.413252 
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Example 2: False Negative 

In this example (Figure 4.21), the detection was missed by all classifiers (each classifier 

was trained using different numbers of slices).  Many factors could contribute to making this 

example a difficult example.  In addition to the blurriness of the slices, the amount of motion 

appears not to be enough, so the example might not include the key frames of the walking step.  

Also, in slice 13, the pedestrian's shadow starts to be cast on an object in the background, which 

makes the background object appear to have motion.  In slices 16–24, the pedestrian starts 

changing the direction of walking, and in slices 25–32, the pedestrian's torso is occluded by an 

object. 

 

Even though the pedestrian is misclassified with both single and multiple slices, the 

highest negativity occurs in the single slice case (Table 4.4).  The lowest negativity occurs when 

the number of used slices is in the range of 13–16.  The cases of 24 and 32 slices have DVs with 

high negativity; this is probably due to the fact that the person changed his walking direction and 

started walking directly toward the camera, so the motion was not consistent over the entire 

sequence.  Figure 4.21 (b) shows the plot of decision value with respect to the number of slices 

per volume. 

4.6 Analysis of the Effect of Various Parameters 

This section gives details about the effect of various parameter choices on detector 

performance.  In the performance evaluation, metrics described in Section 4.1 are used.  

Throughout this section, results are compared to the baseline detector that has the properties 

described in Section 4.3, except when specified otherwise.   

Table 4.4: Decision Values of Example 4 

Number of 
Slices/Volume DV 

Number of 
Slices/Volume DV 

Number of 
Slices/Volume DV 

1 -1.34077 7 -0.6566 13 -0.4788 

2 -0.94728 8 -0.6127 14 -0.4823 

3 -0.8411 9 -0.5939 15 -0.4273 

4 -0.7721 10 -0.5574 16 -0.48011 

5 -0.8167 11 -0.5109 24 -0.76351 

6 -0.7892 12 -0.5045 32 -0.81881 
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4.6.1 Detector Window Size 

In early experimental work conducted as a proof of concept and to study the effect of 

different parameters on performance, training and testing data were created from a real webcam 

surveillance camera that is publicly available on the Internet [77].  A total of seven video 

sequences were recorded at different days and times with different light conditions.  As training 

data, 400 volumes were created; half were positive examples and half were negative examples.  

For testing, 800 frames were used.  Figure 4.22 shows a sample image shot from the webcam 

surveillance video, and some example sequences. 

 

Figure 4.21 (b): The curve of computed DV of Example 3. 

        
 

        
 

          
 

        
Figure 4.21 (a): Sequence of slices of Example 2.  
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In this experiment, the effect of including a margin around the pedestrian in the detection 

window was studied.  The results showed the importance of keeping a moderate margin region 

around pedestrians.  The work began with a slice of 48×48 pixels, which kept a margin of about 

14 pixels around the pedestrians (pedestrian height is 20 pixels).  Then margin was reduced to 

only 6 pixels around the pedestrians with a slice size of 32×32 pixels (and still the same 

pedestrian height).  This improved performance by 4%.  The reason could be that the classifier 

might have started learning the background as part of a pedestrian slice when a wider margin 

around pedestrians was used.  Also, narrowing the margin around pedestrians causes loss of 

performance since this does not allow enough area around the pedestrian’s outer edge to be 

learned by the classifier.  Figure 4.23 shows example slices of two different sizes. 

4.6.2 Normalization  

As discussed in Section 3.4.4, the influence of large gradient magnitudes can be reduced 

using the clipped L2-norm.  Following the methods of [59], normalized feature vectors were 

applied.  The difference is that the features were normalized within each volumetric block, 

meaning that the sequence of blocks across the N slices is at the same place in each slice.  The 

 
                                                                        (a)                                                                             

         
                                    (b)                                                                     (c) 
Figure 4.22: (a) Sample image shot from a surveillance video taken by a webcam camera 
(WebcamMania) mounted on a building in Eger, Hungary. (b) Two sequences of negative 
examples (truck and cyclist). (c) Two sequences of positive examples (pedestrians). 



 71 

volumetric blocks were normalized using L2-norm followed by clipping to limit the maximum 

values.  Next, the features from all the blocks in all slices were concatenated into a single feature 

vector. 

 

The conducted experiments confirm that normalization improves accuracy over non-

normalization and makes the features more invariant to changes in illumination and shadowing. 

Normalization of the volumetric blocks improved the accuracy detection by a rate of 4% over 

non-normalization (e.g., from 74% to 78% for the aerial VIRAT database).  The experiments 

show that normalization becomes more critical with the aerial datasets where the changes in 

illumination and shadowing become more rapid. 

4.6.3 Block Overlapping  

Figure 4.24 shows the idea of block overlapping.  In a block overlapping scheme, each 

non-border cell becomes part of more than one block.  Each non-border contributes more than 

one time in the final feature vector with different normalization.  Overlapping allows encoding 

20 pix   20 pix
6 pix14 pix

48 pix
32 pix

20 pix   20 pix
6 pix14 pix

48 pix
32 pix

 
                                                          (a)                          (b) 
 

 
(c) 

 

 
(d) 

 
Figure 4.23: (a) 48×48 pixels slice. (b) 32×32 pixels slice. (c) Sequence of slices of size 
48×48 pixels each. (d) Sequence of slices of size 32×32 pixels each.  
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the same information multiple times in different ways.  Block overlapping may increase 

performance but at the same time increases the size of the feature vector. 

Detector performance was evaluated with block overlapping and non-overlapping.  The 

use of overlapping blocks in the descriptor improves performance by around 2%.  Overlapping 

the blocks allows a feature to contribute to the decision more than one time, whereas if there are 

no overlapping blocks, a cell is coded only once in the final descriptor.  The disadvantage of 

overlapping the blocks is that if blocks are overlapped by (for example) half of the block size, the 

feature vector dimension is almost doubled. 

 

4.6.4 The Effect of Cell Size 

Figure 4.25 plots DR with respect to cell size, for the UCF-2009 dataset.  In this dataset, as 

well as all the others, we find that a 4×4 pixel cell is the optimal cell size and performs best with 

a block size of 2×2 cells. 

Figure 4.26 (b) shows an example pedestrian height of 20 pixels. The size of a person’s 

head, forearm, upper leg (thigh), and lower leg (shin and foot) appear to be approximately 4×4 

pixels, which may allow cells of 4×4 pixels to capture the shape and motion of these parts.   

Figure 4.26 (c) and (d) gives some insight into what cues the detector uses to make its 

discrimination decision.  Here the coefficients of the trained SVM classifier are used as a way of 

measuring how much weight each cell has in the final classification decision.  Figure 4.26 (c) 

 

 

Figure 4.24: Block overlapping: Sequence of 16 slices. Dashed areas are two blocks. Each 
non-border cell contributes more than one time as it becomes part of more than one block.   
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shows the weights corresponding to each element of the feature vector; that is, the value of the 

elements of w’s in the classifier decision function equation bxwxf T +=)( .  In each cell, there 

are 3×3 weights corresponding to the 9 gradient directions.  The weights are shown for the 

central slice in the volume and the brighter pixels represent the higher weights.  The figure 

suggests that the contours of a pedestrian’s head and shoulders for the upper body part and lower 

legs and the region where the feet touch the ground have the highest weights, which represent the 

main cues for detection. 

 

 

 
(a)                               (b)                                             (c)                                  (d) 
 

Figure 4.26: (a) 32×32 pixels slice in its actual size. (b) Same slice enlarged 5 times.  Cells 
of size 4×4 pixels appear to match key parts of the pedestrian’s body. (c) Central part of 
SVM positive weights. Each pixel shows one SVM weight (w’s in DF 

equation bxwxf T +⋅=)( ). The brighter pixels represent higher weights. (d) Same as in 

part (c) but for negative weights.  

 
Figure 4.25: Effect of cell size on detection rate 
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4.6.5 Dimensionality Reduction 

In section 3.4.3 we discussed the use of PCA to reduce feature vector dimensionality.  The 

eigenvalues indicated that about half of the principal components can capture most of the 

essential information.  In particular, using the top 50% of the principal components yields a 

cumulative contribution of 88% to the variance, on the stationary VIRAT dataset.  

Here, we present experimental results on the effect of using different numbers of principal 

components on pedestrian detection rate.  Figure 4.27 shows 6 ROC curves of 6 classifiers each 

trained with different number of principal components on the stationary VIRAT dataset.  The 

classifier using half the principal components (the pink curve) gives a detection rate about the 

same as using all of the principal components (i.e., using cumulative contribution of 100%, the 

dark blue curve).  As a result, we can reduce the number of features to half and keep a good 

performance. 

 

4.7 Frame Randomization  

To confirm our hypothesis that the classifier learns the characteristic motion of walking 

pedestrians, we randomized the order of frames.  The expectation is that giving the classifier 

temporally incoherent data should reduce the performance.   

We followed the same procedure as before to extract ROIs and form spatiotemporal 

volumes.  However, this time we randomized the slices in both the training and testing volumes.  

 

Figure 4.27: ROC of 6 different classifiers trained with different number of principle 
components. 
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Figure 4.28 shows detection rates obtained from multiple tests on the two datasets.  The results 

show that the use of randomized frame sequences degraded detection rates by an average of 8% 

in the VIRAT dataset experiments and by an average of 12% in the UCF-2009 dataset 

experiments at FPR of 4×10-3.  For example, for the UCF dataset, when the sequences were used 

in their normal coherent order, we obtained a detection rate of 92%.  In one of the tests in which 

randomized sequences were used, at the same FPR, the detection rate degraded to 80%.  These 

experiments indicate that the classifier is indeed learning the characteristic motion of walking 

pedestrians, and that temporal sequencing of frames is important for pedestrian detection.   

 

  

 
Figure 4.28: The effect of randomizing the order of frames on classification performance. 
All DRs are measured at FPR of 4×10-3. 
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Chapter 5: Conclusions and Future Work 

 

This chapter summarizes the thesis findings and suggests directions for further research.  

Section 5.1 provides an overall summary, which is detailed further in Section 5.2 along with key 

contributions.  Section 5.3 discusses limitations, and Section 5.4 presents some of the possible 

improvements, extensions, and directions that can be explored in a future work.   

5.1 Summary  

This thesis has addressed the problem of detecting pedestrians in low-resolution videos 

taken by stationary and aerial cameras.  The targeted goal of detecting pedestrians as small as 20 

pixels in height was achieved and confirmed using standard datasets.  The key novel idea was to 

take the single-frame HOG-based detector and extend it to multiple frames.  Namely, we extract 

HOG features from a sequence of subimages centered at the point in the image where the 

detector is being applied.  Volumes of features are normalized and then a trained classifier is 

used to classify the volumetric sequence as a pedestrian or non-pedestrian.  We compensate for 

the loss of information due to low resolution by using a sequence of images for detection.   

We restrict the application of the detector to regions surrounding potential moving objects.  

These regions of interest (ROIs) are found using background subtraction, followed by 

morphological operations to eliminate small regions, and then connected component labeling.  In 

the case of moving cameras, we first register frames to a local reference frame by matching 

interest points and then transforming the images using a homography transform.   

Good detection accuracy was obtained on several standard datasets that contained low 

resolution pedestrians (PETS 2001, Stationary VIRAT, UCF-2009, UCF-2007, and aerial 

VIRAT).  Our detector achieved an improvement of 20% or more over the Dalal algorithm, 

which is a standard pedestrian detection algorithm using single frames [2].  We also obtained a 

better detection rate than the Jones and Snow algorithm [33], which was the best published 

detector on low resolution images that we could find.   

We analyzed the effect of several key algorithm parameters.  One of the most important 

parameters is the number of slices used by the detector.  We found that using multiple images for 

detection dramatically improves the results.  The improvement in detection rate increases with 

the number of slices until a total of 16 slices is reached, which corresponds to about half a 
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second of walking.  Beyond 16 slices, performance levels off. The use of multiple frames has 

more influence on improving detection rates in aerial videos than in stationary videos. 

The effect of other parameters on the system performance was also studied.  We found 

that: 

1. A smaller cell size outperforms the use of a large cell size.  In low-resolution images, a 

small cell size is better able to capture the shape and motion of pedestrian’s body parts 

(e.g., person’s head, forearm, upper leg, and lower leg).  We found that 4×4 pixel cells were 

optimal. 

2. Normalization improves accuracy and makes features more invariant to changes in 

illumination and shadowing.  The experiments show that normalization becomes more 

critical with aerial datasets where illumination and shadows change rapidly. 

3. Detector performance was also evaluated with different block overlapping schemes.  The 

experiments show that the use of overlapping blocks in the descriptor improves 

performance slightly.   However, the block overlap at half of the block size almost doubles 

the feature vector dimension. 

4. The experimental work also shows that the use of nonlinear kernel (a radial basis function 

kernel) gives slightly more accurate results than using linear kernel.  In our baseline 

detector we used linear kernel for simplicity and speed. 

5.2 Contributions 

The main contribution of this thesis is the development of a new pedestrian detector that is 

able to detect pedestrians in surveillance videos at lower resolutions than has been reported in 

previous work.  The detector is novel in that it operates on a short sequence of frames.  Although 

some previous algorithms have used image sequences, our algorithm is unique in that it uses 

longer image sequences than that used in previous work.   

Even though we use longer image sequences than previous work, the sequences are still 

only about 0.5 to 1.0 seconds long.  Our algorithm is a detector, not a tracker.  A tracker would 

use measurements over much longer sequences, and assemble multiple detections into a single 

track file.  The new pedestrian detection system significantly outperforms several existing state-

of-the-art pedestrian detection systems (as detailed in Chapter 4).   
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We conjectured that the motion of a person walking is distinctive, and that the classifier 

learns to recognize the temporal sequence of feature vectors within the volume.  We confirmed 

this in experiments where we trained and tested the classifier on randomized sequences.  In these 

experiments the algorithm, training procedures, and testing procedures were identical, except that 

we randomized the order of slices within volumes.  The results showed that giving the classifier 

temporally incoherent data significantly degraded performance. 

Another contribution is that our detector is applicable to low resolution aerial videos. 

Because the detector needs only a short sequence of frames to perform detection, it is applicable 

to situations where the camera is moving rapidly and does not dwell on the same portion of the 

scene for very long.  Ours is one of the first published methods to show results on several 

challenging low resolution aerial datasets. 

5.3 Limitations  

Although the proposed approach gives good results and outperforms state-of-the-art 

approaches, especially over traditional single-frame based algorithms, there are still some 

limitations. 

1. The algorithm detects only upright walking pedestrians.  Subjects have to be walking, 

not stationary or running.  One approach to detecting different motion speeds would be to 

train a classifier with multiple labels (e.g. classifier of [78]); such as slow walking, fast 

walking, stationary, and running people.   

2. The algorithm cannot detect pedestrians that are partially occluded.   

3. In the datasets used in this work, videos were captured at an oblique angle.  The view 

angle needs to be known, so that we train on images at approximately the same angle as the 

test images.  We did not test other views such as a straight down view, but a straight down 

view would probably not work.  In a straight down view the characteristic walking motion 

of the pedestrian’s body may not be visible.  

4. The algorithm gives a good discrimination for pedestrians of 20 pixels height or more 

(the targeted goal), but lowering the resolution to very low-resolution situations (Figure 5.1) 

degrades the algorithm's performance.  In addition to blurriness and an extreme lack of 
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information, one other possible reason is that several detector parameters need to be tuned 

for this scenario.  In general, a very low-resolution scenario is still challenging and 

unexplored area in the field.  Nevertheless, this algorithm is still useful and gives results 

better than the single fame method in these scenarios.    

 

5.4 Future Work 

Future work should examine the algorithm robustness on more challenging real world 

videos.   We have begun testing the algorithm on videos taken from a rapidly moving quadrotor 

UAV [6], as shown in Figure 1.3.  These videos have lower quality than the standard datasets 

that we tested, including greater lens distortion and motion blur.  Some preliminary results are 

shown in Figure 5.2.  The results of these experiments show the robustness of our proposed 

algorithm even on these challenging videos.  

 

Some of the possible improvements, extensions, and directions that can be explored in the 

future include the following: 

1. To improve detection performance, a multiclass SVM classifier can be used for 

different walking directions.  The idea of using different detectors for different directions 

could make the classifier more precise in making the classification decision.  For example, 

  

Figure 5.2: Example from the results of detecting pedestrians in challenging UAV videos. 
Detections are shown at different pyramid levels.  

       

Figure 5.1: Very low-resolution examples of pedestrians 
of height < 20 pixels. 
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eight detectors (or more) could be trained with a specific detector for each direction to 

cover the full range of 360o of directions: north, south, east, west, northeast, southeast, 

northwest, and southwest (Figure 5.3).  In this case, for each detector, the positive examples 

would only include pedestrians walking in a specific direction.  The use of a muticlass 

classifier could also improve the classification of pedestrians with different speeds, ranging 

from stationary pedestrians to fast-walking or running pedestrians. 

 

2. To reduce the effect of changing illumination or background texture of visual videos, 

thermal (IR) videos could be used.  Figure 5.4 shows an example of visual versus thermal 

image shots of the same scene [79].  Thermal videos also allow detection to take place at 

night. 

 

3. The detector could be incorporated into any standard tracking algorithm if a longer 

sequence of images of the same scene is available.  The improved accuracy of the detector 

should make it possible to estimate more reliable tracks using a shorter sequence of images.  

The plan for future work is to integrate the detector into a standard tracker.  Even in aerial 

   
 

Figure 5.4: shows an example of visual versus thermal image (OSU 
Color-Thermal Database). 

 
Figure 5.3: Eight detectors could be trained with a specific detector for each 
walking direction to cover the full range of 360o of directions. 
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video from rapidly moving cameras, a person is often in the field of view for multiple 

seconds.  Therefore, multiple detections could be associated into a single track.   

4. Although the algorithm does not require metadata, if it is available, it can be used to 

improve the system performance.  Metadata could include camera altitude, angle, pitch, 

zoom, etc. and can be used to constrain the expected size of people.   

5. For the scenarios where a wide range of pedestrian scales is expected, typically both 

high and low resolution candidate windows are resampled to a common size.  One way to 

use all the available information (without downsampling the high resolution pedestrians) is 

to train different models for different resolutions to improve the performance since the 

detector will have access to the full information available at each window size.  This 

technique has the disadvantage of increasing the computational cost at both the detection 

and training phases. 

6. The prototype system was written in Matlab, which is good for a scientific environment 

to perform analysis.  However, it is not very fast when compared to C or C++.  In principle, 

the proposed approach should be able to run in close to real time since the operations it uses 

are similar to other real-time systems based on HOG-like features and SVM classifiers. 
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