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Abstract

Recommender systems evaluate and filter the great amount of information available on the Web to assist

people in their search processes. A fuzzy evaluation method of Standard Generalized Markup Language

documents based on computing with words is presented. Given a document type definition (DTD), we

consider that its elements are not equally informative. This is indicated in the DTD by defining linguistic

importance attributes to the more meaningful elements of DTD chosen. Then, the evaluation method

generates linguistic recommendations from linguistic evaluation judgements provided by different recom-

menders on meaningful elements of DTD. To do so, the evaluation method uses two quantifier guided

linguistic aggregation operators, the linguistic weighted averaging operator and the linguistic ordered

weighted averaging operator, which allow us to obtain recommendations taking into account the fuzzy

majority of the recommenders� judgements. Using the fuzzy linguistic modeling the user–system interaction

is facilitated and the assistance of system is improved. The method can be easily extended on the Web to

evaluate HyperText Markup Language and eXtensible Markup Language documents.
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1. Introduction

Internet-based information retrieval is a widely studied and hotly debated topic. Finding

relevant, high quality information on the World Wide Web (WWW) is a difficult task. The
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exponential increase in Web sites and Web documents is contributing to that Internet users not

being able to find the information they seek in a simple and timely manner. There are many

publicly available search engines, but users are not necessarily satisfied with the different formats

for inputting queries, speeds of retrieval, presentation formats of the retrieval results, and quality

of retrieved information. Therefore, users are in need of tools to help them cope with the mass of

content available on the WWW (Kobayashi & Takeda, 2000; Lawrence & Giles, 1998). The de-

velopment of standard formats for the representation of documents in Web improves substan-

tially the quality of information retrieved by search engines. Furthermore, they help to preserve

Web device independence and allow content reuse (Kobayashi & Takeda, 2000; Wium & Saarela,

1999).

The Standard Generalized Markup Language (SGML) is a general metalanguage that can be

used to build application specific languages to encode structured documents (Goldfarb, 1990).

That is, SGML provides the rules for defining a markup language based on tags. Each instance of

SGML includes a description of the document structure called a document type definition (DTD).

Hence, an SGML document is defined by: (1) a description of the structure of the document and

(2) the text itself marked with tags which describe the structure.

Another promising direction to improve the effectiveness of search engines concerns the way in

which it is possible to ‘‘filter’’ the great amount of information available across the Internet

(Reisnick & Varian, 1997). Information filtering is a name used to describe a variety of processes

involving the delivery of information to people who need it. The first filtering systems developed

were based on document contents. However, it is known that more effective filtering can be done

by involving humans in the filtering process. This idea is supported by the collaborative filtering

systems or recommender systems (Reisnick & Varian, 1997). In these systems the people collab-

orate to help one another perform filtering by recording their reactions to documents they read. In

a typical recommender system people provide evaluation judgements or annotations on docu-

ments as inputs, which the system then aggregates obtaining recommendations that directs to

appropriate recipients. Later, these recommendations can be reused to assist another people in

their search processes. Recommendations are a kind of plausible measures of the informative

quality of documents. Usually, they are obtained according to a quantitative criterion, i.e., they

require a critical number of distinct recommenders to be reached. On the other hand, in typical

recommender systems is assumed that people express their evaluation judgements by means of

numerical values. Sometimes, however a person could have a vague knowledge about judgement

valuations, and cannot express his/her judgements with an exact numerical value. Then, a more

realistic approach may be to use linguistic assessments to express the evaluation judgements in-

stead of numerical values, i.e., to suppose that the variables which participate in the evaluation

process are assessed by linguistic terms.

The fuzzy linguistic approach is a soft computing tool to manage linguistic information, which is

based on the concept of linguistic variable (Zadeh, 1975a,b,c). It allows us to model in the

problems qualitative values typical of human communication for representing qualitative con-

cepts such as ‘‘importance’’ or ‘‘significance’’. Any fuzzy linguistic modeling needs adequate

aggregation operators for computing with words. Two important operators for computing with

words are the linguistic ordered weighted averaging (LOWA) operator (Herrera, Herrera-Viedma,

& Verdegay, 1996) and the linguistic weighted averaging (LWA) operator (Herrera & Herrera-

Viedma, 1997). They are designed to aggregate non-weighted and weighted linguistic information,

234 E. Herrera-Viedma, E. Peis / Information Processing and Management 39 (2003) 233–249



respectively. The fuzzy linguistic approach has been applied satisfactorily to different research

areas. For example, in information retrieval to represent user queries and document relevance

(Bordogna & Pasi, 1993; Delgado, Herrera, Herrera-Viedma, Martin-Bautista, & Vila, 2001;

Herrera-Viedma, 2001a,b) or in Decision Making to represent user preferences and choice degrees

of alternatives (Herrera et al., 1996). Particularly, in Fontana (2001) is presented an evaluation

methodology of SGML-based documents using a fuzzy linguistic approach to represent the in-

formative categories of documents. Then, given a linguistic informative category, an evaluation

method based on fuzzy grammars is defined to obtain recommendations that state whether a

document belongs to such a category or not (Fontana, 2001). This method presents the following

limitations: (i) all components of DTD that participate in the evaluation process are equally

important to obtain the recommendations, and this assumption is unrealistic, (ii) the recom-

menders� judgements are provided by numerical values, and (iii) the computational methods

underlying associated to fuzzy grammars proposed (inf-sup-based method, mean-sup-based method

and mean–mean-based method) present several drawbacks to take into account the majority of

recommenders� evaluations. In this paper, we shall define a new evaluation method based on a

fuzzy linguistic approach which overcomes the above limitations.

The main aim of the paper is to present a fuzzy soft computing method based on computing

with words for evaluating the informative quality of documents in SGML format from judge-

ments in order to generate recommendations. Given a kind of SGML-based document (e.g.

‘‘scientific article’’), we establish an evaluation scheme composed by a subset of set of elements

that define its DTD (e.g. ‘‘title, authors, abstract, introduction, body, conclusions, bibliography’’).

We assume that each component of that subset has a distinct informative role, i.e., each one

affects the overall evaluation of a document in a different way. This peculiarity is added in the

DTD by defining an attribute for each meaningful component that contains a relative linguistic

importance degree. Then, given an area of interest (e.g. ‘‘Web publishing’’), the recommendation

for an SGML-based document is obtained by combining the linguistic evaluation judgements

provided by different recommenders on the meaningful components of the document structure.

To do so, we use an LWA–LOWA-based evaluation method. First, for each recommender we

obtain his/her individual recommendation of document by aggregating his/her respective linguistic

evaluation judgements weighted by relative linguistic importance degrees of evaluation scheme

using the LWA operator. And then, we obtain a global recommendation of document by ag-

gregating the individual recommendations using the LOWA operator. Both operators are guided

by the concept of fuzzy majority (Herrera et al., 1996) represented by the linguistic quantifiers

(Zadeh, 1983) used in the aggregations. In such a way, in the computation of the recommenda-

tions are taken into account the majority of recommenders� evaluation judgements, overcoming

the drawback presented in Fontana (2001). The recommendations obtained are linguistic values

that express qualitatively the informative quality of SGML-based documents with respect to an

interest topic. With these recommendations the documents are arranged in linguistic informative

categories. Finally, we should point out that an important advantage of this method is that with

the addition of linguistic evaluation capabilities to SGML-based documents we are increasing the

information filtering and evaluation possibilities in the Web.

The paper is set out as follows. The SGML is presented in Section 2. The fuzzy linguistic

approach for computing with words is discussed in Section 3. The evaluation method of SGML-

based documents is defined in Section 4. Finally, Section 5 includes our conclusions.
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2. SGML-based documents

SGML is a metalanguage, that is, a means of formally describing a language. Specifically,

SGML provides the rules for defining a markup language based on tags (Goldfarb, 1990). It

has been developed to keep up the proliferation of proprietary formats in use for electronic

document processing and representation. It is a descriptive system that gives a declarative and

machine-independent description of the document structure using codes that simply offer names

to categorize and identify the parts of a document. This means that SGML is a protocol

devised to articulate structures of contents of documents instead of the appearance of docu-

ments.

2.1. Brief description of SGML

SGML introduces the notion of document type and, consequently, a DTD. The document type

is formally defined by its constituent parts and structure. An SGML-based document structure is

made up of a finite set of elements, each one associated to a (possible empty) finite set of attri-

butes. The attributes are declarative specifications of the graphical rendering of the elements.

Once a set of elements in SGML is defined for a given document, we have to give elements a

syntactical structure. Such a structure is introduced in the form of a grammar through an DTD,

i.e., by means of a finite set of declarative statements delimited by angle brackets of the form

(Fontana, 2001):

<!ELEMENT name min_rules content_model>.

ELEMENT is a keyword of the SGML specifying that an element of document structure is

being declared. name denotes the name of element. Each ELEMENT represents a tag denoted by

name. content_model is a name of a string of elements that defines a syntactic structure for the

element name. It is specified using a regular expression style syntax where ‘‘,’’ stands for con-

catenation, ‘‘j’’ stands for logical or, ‘‘?’’ stands for zero or one occurrence, ‘‘�’’ stands for zero or
more occurrences, and ‘‘þ’’ stands for one or more occurrences of the preceding element. The
content_model of an element can be composed of the combination of content_model of other ele-

ments, ASCII characters (PCDATA), binary data (NDATA), or EMPTY. And min_rules are the

minimization rules of the element, given by an ordered pair of characters in the set f�; og that
indicate if the starting and ending tags are compulsory (�) or optional (o). The possible attributes
of an element are given in an attribute list (ATTLIST) identified by the element name, followed by

the name of each attribute, its type, and if it is required or not (otherwise, the default value is

given). Hence, an SGML document is defined by a DTD and the text itself marked with tags

described in the DTD. Tags are denoted by angle brackets (<tagname>). Tags are used to identify
the beginning and ending of pieces of the document. Ending tags are specified by adding a slash

before the tag name (</tagname>). Tag attributes are specified at the beginning of the elements,
inside the angle brackets and after the tagname using the syntax ‘‘attname¼ value’’.

Example 1. The following DTD involved by SGML represents the structure of a document that is

a scientific article:
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<!DOCTYPE article [
<!ELEMENT article - - (title, authors, abstract?, introduction, body, conclusions, bibliogra-
phy)>
<!ELEMENT title - o (#PCDATA)>
<!ELEMENT authors - - (author+)>
<!ELEMENT (author j abstract j introduction) - o (#PCDATA)>
<!ELEMENT body - - (section+)>
<!ELEMENT section - o (titleS, #PCDATA)>
<!ELEMENT titleS - - (#PCDATA)>
<!ELEMENT conclusions - o (#PCDATA)>
<!ELEMENT bibliography - - (bibitem+)>
<!ELEMENT bibitem - o (#PCDATA)>]>

According to this DTD, the document ‘‘article’’ is composed by a title, at least an author, at

most an abstract, an introduction, a body, a conclusions and a bibliography. The body is made up

of at least one section and each section is composed by its respective title (‘‘titleS’’) and characters.

The bibliography is made up of at least one bibitem. The title, each author, abstract, introduction,

each section title, conclusions and each bibitem is made up of characters.

Example 2. An example of a document instance of DTD defined in Example 1 may be the fol-

lowing:

<!DOCTYPE article SYSTEM ‘‘article.dtd’’>
<article>
<title>An Introduction to the Extensible Markup Language</title>
<authors>
<author>Martin Bryan</author> </authors>
<abstract>This article gives a very brief overview of the most commonly used components. . .
<introduction> XML was not designed to be a standardized way of coding text: in fact. . .

</introduction>
<body>
<section> <titleS>What is XML?</titleS> XML is subset of the Standard Generalized Mark-
up Language (SGML) defined in ISO standard 8879:1986 that. . . </section>
<section><titleS>The components of XML</titleS> XML is based on the concept of docu-

ments composed of a series of . . .

</body>
<conclusions> By storing data in the clearly defined format provided by XML you can . . .

</conclusions>
<bibliography>
<bibitem>International Organization for Standardization. ISO 8879-1986 (E). Information

Processing. Text and Office Systems. Standard Generalized Markup Language (SGML). Ge-

neva: International Organization for Standardization, 1986.

</bibliography>
</article>
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2.2. SGML, HTML or XML?

Some advantages of SGML are the following (Goldfarb, 1990; Larson, McDonough, O�Leary,

& Kuntz, 1996): It facilitates accessibility by improving information discrimination, due to its

capacity to structure contents. Additionally, in most cases it is easier and more effective to

maintain an SGML database and translate the data into other formats according to current needs

(including other SGML applications), than to maintain different copies in each of the formats

needed. Its capability of including external and internal links to other documents maximizes

browsing possibilities. And, finally, it is an appropriate tool for distinguishing between pertinent

elements of information. Despite of this the benefits of SGML are not without cost and the

manipulation of SGML object is impossible without specific software. Due to this, in the past few

years, work on structured documents has centered on simplifying SGML; two of these efforts are

HyperText Markup Language (HTML) and eXtensible Markup Language (XML) (Goldfarb &

Prescod, 1998).

On the one hand, most documents on the Web are stored and transmitted in HTML. HTML is

an instance of SGML, and although there is an HTML DTD, most HTML-based documents do

not explicitly make reference to the DTD. HTML is a simple language well suited for hypertext,

multimedia, and display of small and simple documents. However, HTML presents many limi-

tations, e.g., it does not allow users to specify their own elements or attributes in order to se-

mantically qualify their data.

On the other hand, XML is a simplified subset of SGML intended to make it more usable for

distributing materials on the Web (Goldfarb & Prescod, 1998). XML is not a markup language, as

HTML is, but a metalanguage that is capable of containing markup languages in the same way as

SGML. The designers of XML simply took the best parts of SGML, guided by the experience

with HTML, and produced something that is no less powerful than SGML, but vastly more

regular and simpler to use. XML is a profile of SGML that eliminates many of the difficulties of

implementing things (existence of a DTD), so for the most part it behaves just like SGML. Then,

while SGML is mostly used for technical documentation and much less for other kinds of data,

with XML it is exactly the opposite.

Consequently, in this paper we choose SGML as our reference structured format responding to

the necessity of count with a global framework for the design of the ‘‘master’’ DTD easily

adaptable to different vocabularies that may arise from SGML. Furthermore, in the context of

information systems, keeping up a wide SGML data base and ad-hoc filtering to other repre-

sentation formats (e.g. HTML and XML) has been a good development strategy that guarantees

the reuse of research advances (Fausey & Shafer, 1997; Larson et al., 1996).

2.3. The evaluation problem of SGML-based documents

Assuming an SGML-based framework, an important interest area is the evaluation of infor-

mative quality of SGML documents to generate recommendations that allow to filter the infor-

mation to help people in their search process. As we said at the beginning, the main evaluation

and filtering systems developed involve human beings in their activity (Reisnick & Varian, 1997).

People provide evaluation judgements or annotations on documents as inputs and the system

aggregates them obtaining recommendations. In this context, a usual problem to solve is the
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management of uncertainty and imprecision that appears in the evaluation judgements provided

by the recommenders.

The fuzzy sets theory provides an adequate framework to manage the uncertainty and im-

precision. In this sense, an evaluation methodology of SGML-based documents using a fuzzy

approach was presented in Fontana (2001). This fuzzy evaluation methodology uses fuzzy

grammars to evaluate the informative quality of SGML documents from evaluation judgements.

As was pointed out in the introduction, it presents the following limitations: (i) all components of

DTD that participate in the evaluation process are equally important to obtain the recommen-

dations, and this assumption is unrealistic, (ii) the recommenders� judgements are provided by

numerical values, and (iii) the computational methods underlying associated to fuzzy grammars

proposed (inf-sup-based method, mean-sup-based method and mean–mean-based method) present

several drawbacks to take into account the majority of recommenders� evaluations. Then, in order

to overcome these limitations in Section 4 we propose a new evaluation methodology based on

computing with words which incorporates linguistic evaluation capacities in the information

evaluation and filtering systems of SGML documents. In the following section, we present a fuzzy

linguistic approach for computing with words which is used to define that new evaluation

methodology.

3. A fuzzy linguistic approach for computing with words

Many problems present fuzzy and unrigorous qualitative aspects (decision making, clinical

diagnosis, information retrieval, etc). In such problems the information cannot be assessed

precisely in a quantitative form but it may be done in a qualitative one, and thus, the use of a

linguistic approach is necessary. The fuzzy linguistic approach is an approximate technique

appropriate to deal with fuzzy and unrigorous qualitative aspects of problems (Herrera-Viedma,

2001a,b). It models linguistic information by means of linguistic terms supported by linguistic

variables (Zadeh, 1975a,b,c). These are variables whose values are not numbers but words or

sentences in a natural or artificial language. A linguistic variable is defined by means of a syntactic

rule and a semantic rule. The fuzzy linguistic approach is less precise than the numerical one, but,

however it presents the following advantages: (i) The linguistic description is easily understood by

human beings even when the concepts are abstract or the context is changing, and furthermore,

(ii) it diminishes the effects of noise since, as it is known the more refined assessment scale is, then

more sensitive to noise (linguistic scales are less refined than numerical scales and consequently

they are less sensitive to error apparition and propagation).

The ordinal fuzzy linguistic approach is a kind of fuzzy linguistic approach very useful and used

for modeling the linguistic aspects in the problems. It facilitates the fuzzy linguistic modeling very

much because it simplifies the definition of the semantic and syntactic rules (Herrera-Viedma,

2001a). In an ordinal fuzzy linguistic approach the syntactic rule is defined by considering a finite

and totally ordered label set S ¼ fsig, i 2 f0; . . . ;Tg in the usual sense, i.e., siP sj if iP j, and

with odd cardinality. Typical values of cardinality used in the linguistic models, are odd values,

such as 7 or 9, with an upper limit of granularity of 11 or no more than 13, where the mid term

represents an assessment of ‘‘approximately 0.5’’, and the rest of the terms being placed

symmetrically around it. These classical cardinality values seems to fall in line with Miller�s
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observation about the fact that human beings can reasonably manage to bear in mind seven or so

items (Miller, 1956). The semantics of the linguistic term set is established from the ordered

structure of the term set by considering that each linguistic term for the pair ðsi; sT�iÞ is equally
informative. Furthermore, to each label is associated a fuzzy number defined on the [0,1] interval,

which is described by a linear trapezoidal membership function represented by the 4-tuple

ðai; bi; ai;biÞ (the first two parameters indicate the interval in which the membership value is 1; the
third and fourth parameters indicate the left and right widths of the distribution).

Example 3. For example, we can use the following set of nine labels (Fig. 1) with its associated

semantics in U ¼ ½0; 1� to evaluate the linguistic variables used to provide the evaluations on
documents:

T ¼ Total ¼ ð1; 1; 0; 0Þ
EH ¼ Extremely High ¼ ð0:98; 0:99; 0:05; 0:01Þ
VH ¼ Very High ¼ ð0:78; 0:92; 0:06; 0:05Þ
H ¼ High ¼ ð0:63; 0:80; 0:05; 0:06Þ
M ¼ Medium ¼ ð0:41; 0:59; 0:09; 0:07Þ
L ¼ Low ¼ ð0:22; 0:36; 0:05; 0:06Þ
VL ¼ Very Low ¼ ð0:1; 0:18; 0:06; 0:05Þ
EL ¼ Extremely Low ¼ ð0:01; 0:02; 0:01; 0:05Þ
N ¼ None ¼ ð0; 0; 0; 0Þ

In any linguistic approach we need management operators of linguistic information. An ad-

vantage of the ordinal fuzzy linguistic approach is the simplicity and quickness of its computa-

tional model for computing with words. It is based on the symbolic computation (Delgado,

Verdegay, & Vila, 1993; Herrera & Herrera-Viedma, 1997; Herrera et al., 1996). This technique

acts by direct computation on labels by taking into account the order of such linguistic assess-

ments in the ordered structure of linguistic terms. This symbolic tool seems natural when using the

fuzzy linguistic approach, because the linguistic assessments are simply approximations which are

given and handled when it is impossible or unnecessary to obtain more accurate values. Thus, in

this case, the use of membership functions associated to the linguistic terms is unnecessary.

Fig. 1. A set of nine terms with its semantics.
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Usually, the ordinal fuzzy linguistic model for computing with words is defined by establishing

(i) a negation operator, (ii) comparison operators based on the ordered structure of linguistic

terms, and (iii) adequate aggregation operators of ordinal fuzzy linguistic information.

In most ordinal fuzzy linguistic approaches the negation operator is defined from the semantics

associated to the linguistic terms as NegðsiÞ ¼ sjjj ¼ T� i; and there are defined two comparison

operators of linguistic terms:

1. Maximization operator: MAXðsi; sjÞ ¼ si if siP sj.

2. Minimization operator: MINðsi; sjÞ ¼ si if si6 sj.

In the following subsections, we present two aggregation operators to complete the ordinal

linguistic computational model.

3.1. The LOWA operator

An important aggregation operator of ordinal linguistic values based on symbolic computation

is the LOWA operator (Herrera et al., 1996). The LOWA operator is based on the ordered

weighted averaging (OWA) operator defined in Yager (1988), and on the convex combination of

linguistic labels defined in Delgado et al. (1993). It is used to aggregate non-weighted ordinal fuzzy

linguistic information, i.e., linguistic information values with equal importance.

Definition 1. Let A ¼ fa1; . . . ; amg be a set of labels to be aggregated, then the LOWA operator, /,
is defined as

/ða1; . . . ; amÞ ¼ W  BT ¼ C
mfwk; bk; k ¼ 1; . . . ;mg

¼ w1 � b1 � ð1� w1Þ � C
m�1fbh; bh; h ¼ 2; . . . ;mg;

where W ¼ ½w1; . . . ;wm�, is a weighting vector, such that, wi 2 ½0; 1� and
P

i wi ¼ 1. bh ¼ wh=
Pm

2 wk; h ¼ 2; . . . ;m, and B ¼ fb1; . . . ; bmg is a vector associated to A, such that, B ¼ rðAÞ ¼
farð1Þ; . . . ; arðmÞg, where, arðjÞ6 arðiÞ 8i6 j; with r being a permutation over the set of labels A.

C
m is the convex combination operator of m labels and if m ¼ 2, then it is defined as

C
2fwi; bi; i ¼ 1; 2g ¼ w1 � sj � ð1� w1Þ � si ¼ sk;

such that, k ¼ minfT; iþ roundðw1  ðj� iÞÞgsj; si 2 S; ðjP iÞ; where ‘‘round’’ is the usual round
operation, and b1 ¼ sj; b2 ¼ si. If wj ¼ 1 and wi ¼ 0 with i 6¼ j 8i, then the convex combination is
defined as: Cmfwi; bi; i ¼ 1; . . . ;mg ¼ bj:

The behavior of the LOWA operator can be controlled by means of the weighting vector W .

For example,

• /ða1; . . . ; amÞ ¼MAXiðaiÞ if W
� ¼ ½1; . . . ; 0�;

• /ða1; . . . ; amÞ ¼MINiðaiÞ if W� ¼ ½0; . . . ; 1�;
• /ða1; . . . ; amÞ ¼ AveðaiÞ if WA ¼ ½1

m
; . . . ; 1

m
�:
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In order to classify OWA operators in regard to their location between and and or, Yager

(1988) introduced a measure to characterize the type of aggregation being performed for a par-

ticular value of the weighting vector W. This measure, called the orness measure of the aggre-

gation, is defined as

ornessðW Þ ¼
1

m� 1

X

m

i¼1

ðm� iÞwi:

As suggested by Yager (1988) this measure, which lies in the unit interval, characterizes the

degree to which the aggregation is like an or (MAX) operation. It can be easily shown (Yager,

1988) that ornessðW �Þ ¼ 1, ornessðW�Þ ¼ 0, and ornessðWAÞ ¼ 0:5: Note that the nearer W is to an

or, the closer its measure is to one; while the nearer it is to an and, the closer is to zero. Therefore,

as we move weight up the vector we increase the ornessðW Þ, while moving weight down causes us
to decrease ornessðW Þ. Therefore, an OWA operator with much of non-zero weights near the top
will be an orlike operator (ornessðW ÞP 0:5), and when much of the weights are non-zero near the
bottom, the OWA operator will be andlike (ornessðW Þ < 0:5).
An important question of the OWA operator is the determination of the weighting vector. A

number of approaches have been suggested for obtaining the weights (Filev & Yager, 1998; Yager,

1993). A possible solution is that the weights represent the concept of fuzzy majority in the ag-

gregation of LOWA operator using fuzzy linguistic quantifiers (Zadeh, 1983). Yager proposed an

interesting way to compute the weights of the OWA operator, which, in the case of a non-

decreasing proportional fuzzy linguistic quantifier, Q, is given by this expression (Yager, 1988,

1993): wi ¼ Qði=mÞ � Qðði� 1Þ=mÞ; i ¼ 1; . . . ;m; being the membership function of Q:

QðrÞ ¼

0 if r < a
r�a
b�a

if a6 r6 b

1 if r > b

8

>

<

>

:

with a; b; r 2 ½0; 1�. Some examples of non-decreasing proportional fuzzy linguistic quantifiers are:
‘‘most’’ ð0:3; 0:8Þ, ‘‘at least half’’ ð0; 0:5Þ and ‘‘as many as possible’’ ð0:5; 1Þ. When a fuzzy lin-
guistic quantifier Q is used to compute the weights of LOWA operator, /, it is symbolized by /Q:

3.2. The LWA operator

Another important aggregation operator of ordinal linguistic values is the LWA operator

(Herrera & Herrera-Viedma, 1997). It is based on the LOWA operator and is defined to aggregate

weighted ordinal fuzzy linguistic information, i.e., linguistic information values with not equal

importance.

As it is known, the aggregation of weighted information involves two activities: (i) The

transformation of the weighted information under the importance degrees by means of a trans-

formation function h, and (ii) the aggregation of the transformed weighted information by means

of an aggregation operator of non-weighted information f. The transformation function depends

upon the type of aggregation of weighted information which is going to be performed. In Yager

(1987), Yager discussed the effect of the importance degrees on the ‘‘MAX’’ and ‘‘MIN’’ types of

aggregation and suggested a class of functions for importance transformation in both types of
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aggregation. For the MIN aggregation, he suggested a family of t-conorms acting on the weighted

information and the negation of the importance degree, which presents the non-increasing

monotonic property in these importance degrees. For the MAX aggregation, he suggested a

family of t-norms acting on weighted information and the importance degree, which presents the

non-decreasing monotonic property in these importance degrees.

Following the above ideas, we define the LWA operator in (Herrera & Herrera-Viedma, 1997).

Here, we redefine it to simplify its expression using the orness measure and as f the LOWA

operator /.

Definition 2. The aggregation of a set of weighted linguistic opinions, fðc1; a1Þ; . . . ; ðcm; am; Þg;
ci; ai 2 S; according to the LWA operator U is defined as

U½ðc1; a1Þ; . . . ; ðcm; amÞ� ¼ /ðhðc1; a1Þ; . . . ; hðcm; amÞÞ;

where ai represents the weighted opinion, ci the importance degree of ai, and h is the transfor-

mation function defined depending on the weighting vector W assumed for the LOWA operator

/, such that,

h ¼ LC!
v if ornessðW ÞP 0:5; and h ¼ LI!v if ornessðW Þ < 0:5;

where LC!
v are the following group of linguistic t-norms, called the linguistic conjunction func-

tions, which are monotonically non-decreasing in the weights:

1. The classical MIN operator: LC!
1 ðc; aÞ ¼MINðc; aÞ.

2. The nilpotent MIN operator: LC!
2 ðc; aÞ ¼

MINðc; aÞ if c > NegðaÞ
s0 otherwise:

�

3. The weakest conjunction: LC!
3 ðc; aÞ ¼

MINðc; aÞ if MAXðc; aÞ ¼ sT
s0 otherwise:

�

and where LI!k are the following group of linguistic implication functions, called the linguistic

implication functions, which are monotonically non-increasing in the weights:

1. Kleene–Dienes�s implication function: LI!1 ðc; aÞ ¼MAXðNegðcÞ; aÞ.

2. G€oodel�s implication function: LI!2 ðc; aÞ ¼
sT if c6 a

a otherwise:

�

3. Fodor�s implication function: LI!3 ðc; aÞ ¼
sT if c6 a

MAXðNegðcÞ; aÞ otherwise:

�

Remark 1. We should point out that the LOWA and LWA operators are the basis of new lin-

guistic evaluation model of SGML-based documents that we present in this paper. We have

chosen these operators due to the following reasons: (i) both operators are complementary (the

LWA operator is defined from the LOWA operator) and this simplifies the design of evaluation

method, (ii) both operators act by symbolic computation and therefore linguistic approximation

processes are unnecessary and this simplifies the processes of computing with words, and finally

(iii) the concept of fuzzy majority represented by linguistic quantifiers acts in their processes of
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computation and, in such a way, the recommendations on documents are obtained according to

the majority of evaluations provided by the panel of recommenders, overcoming the limitations of

evaluation model presented in Fontana (2001).

4. Evaluating SGML-based documents for generating recommendations

In this section we present a method for evaluating the informative quality of documents de-

scribed in SGML format with the aim of assigning them linguistic recommendation values. The

linguistic recommendations are obtained from the linguistic evaluation judgements provided by a

non-determined number of recommenders on the more important elements of DTD considered.

They are achieved applying the LWA–LOWA-based evaluation method developed for computing

with words.

4.1. Evaluation procedure of the SGML-based documents

Suppose that we want to generate a recommendation database for qualifying the information

of a set of SGML-based documents fd1; . . . ; dlg with the same DTD. These documents can be
evaluated from a set of different areas of interest, fA1; . . . ;Aqg. Consider an evaluation scheme
composed by a finite number of elements of DTD, fp1; . . . ; png; which will be evaluated in each
document dk by a panel of recommenders or referees fe1; . . . ; emg. We assume that each com-
ponent of that evaluation scheme presents a distinct informative role. This is modeled by assigning

to each pj a relative linguistic importance degree IðpjÞ supported by the linguistic variable ‘‘Im-
portance’’ defined as in Section 3, i.e., IðpjÞ 2 S ¼ fs0; s1; . . . ; sTg. Each importance degree IðpjÞ is
a measure of the relative importance of element pj with respect to others existing in the evaluation

scheme. We propose to include these relative linguistic importance degrees in the DTD. This can

be done easily by defining in the DTD an attribute of importance ‘‘rank’’ for each component of

evaluation scheme using the SGML syntax.

Example 4. For example in the DTD given in Example 1, supposing that the evaluation scheme is

composed by the elements (title, authors, abstract, introduction, body, conclusions, bibliography),

the importance degrees can be considered by adding the following declarative statement:

<!ATTLIST (title j authors j abstract j introduction j body j conclusions j bibliography) rank
ðs0js1js2j . . . jsT�1jsTÞ#REQUIRED>

Then, the instance of document given in Example 2 would be as follows:

<!DOCTYPE article SYSTEM ‘‘article.dtd’’>
<article>
<title rank¼ ‘‘I(title)’’>An Introduction to the Extensible Markup Language</title>
<authors rank¼ ‘‘I(authors)’’>
<author>Martin Bryan</author> </authors>
<abstract rank¼ ‘‘I(abstract)’’>This article gives a very brief overview of the most commonly
used components. . .
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<introduction rank¼ ‘‘I(introduction)’’> XML was not designed to be a standardized way of

coding text: in fact. . .</introduction>
<body rank¼ ‘‘I(body)’’>
<section> <titleS>What is XML?</titleS> XML is subset of the Standard Generalized Mark-
up Language (SGML) defined in ISO standard 8879:1986 that. . . </section>
<section><titleS>The components of XML</titleS> XML is based on the concept of docu-

ments composed of a series of . . .

</body>
<conclusions rank¼ ‘‘I(conclusions)’’> By storing data in the defined format . . . </conclu-
sions>
<bibliography rank¼ ‘‘I(bibliography)’’>
<bibitem>International Organization for Standardization. ISO 8879-1986 (E). Information

Processing. Text and Office Systems. Standard Generalized Markup Language (SGML). Ge-

neva: International Organization for Standardization, 1986.

</bibliography>
</article>

Let e
ij

kt be linguistic evaluation judgement provided by the recommender ek measuring the in-

formative quality or significance of element pj of document di with respect to the area of interest

At. Consider that e
ij

kt is supported by the linguistic variable ‘‘Significance’’, which uses the same

label set associated to ‘‘Importance’’, but with a different interpretation, i.e., e
ij

kt 2 S. Then, the

evaluation procedure of a SGML-based document di obtains a recommendation rit 2 S (it is also

supported by the linguistic variable ‘‘Significance’’) using the LWA–LOWA-based evaluation

method in the following steps:

1. Capture the topic of interest (At), the linguistic importance degrees of evaluation scheme fixed

in the DTD fIðp1Þ; . . . ; IðpnÞg; and all the evaluation judgements provided by the panel of rec-
ommenders feijkt; j ¼ 1; . . . ; ng; k ¼ 1; . . . ;m:

2. Calculate for each ek his/her individual recommendation rikt by means of the LWA operator as

rikt ¼ U½ðIðp1Þ; e
i1
ktÞ; . . . ; ðIðpnÞ; e

in
ktÞ� ¼ /Q2

ðhðIðp1Þ; e
i1
ktÞ; . . . ; hðIðpnÞ; e

in
ktÞÞ:

Therefore, rikt is a significance measure that represents the informative quality of di with respect

to topic At according to the Q2 evaluation judgements provided by ek.

3. Calculate the global recommendation rit by means of an LOWA operator guided by the fuzzy

majority concept represented by a linguistic quantifier Q1 as

rit ¼ /Q1
ðri1t; . . . ; r

i
mtÞ:

In this case, rit is a significance measure that represents the informative quality of di with respect

to topic At according to the Q2 evaluation judgements provided by the Q1 recommenders. r
i
t

represents the linguistic informative category of di with respect to the topic At.

4. Store the recommendation rit in a recipient in order to assist users in their later search processes.

In the evaluation procedure the linguistic quantifiers Q1 and Q2 represent the concept of fuzzy

majority in the computing process with words. In such a way, the recommendations on documents
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are obtained by taking into account the majority of evaluations provided by the majority of

recommenders.

Remark 2. We should point out that the recommendation value obtained in the evaluation

procedure can be stored in a file ‘‘significance.dat’’, which can be considered in the DTD using

‘‘entity references’’. For example, in the DTD presented in Example 1 we can add the following

entity declaration that identifies the file that contains the recommendation:

<!ENTITY %Si SYSTEM ‘‘significance.dat’’>

And then, by defining an attribute to store the recommendation in each document instance with

the following declarative statement:

<!ATTLIST article significance %Si; #REQUIRED.>

Remark 3. We can extend easily this evaluation method for evaluating XML-based documents

since XML is also a metalanguage although more restricted. Moreover, this is convenient because

XML is more used to serving documents over the Web than SGML, and in such a way, we can

include the evaluation model across the Web. To do so, we have to claim XML-based documents

the use of DTD. Indeed, the use of a DTD assure the convergence between SGML/XML and

future extensions to HTML, because the extension of method to HTML is also easy. To apply the

method to XML-based documents we have to define the DTD following the rules for XML and

furthermore, to include in the DTD the requirement to use DTD with the following declarative

statement:

<?xml version¼ ‘‘1.0’’ encoding¼ ‘‘UTF-16’’ standalone¼ ‘‘yes’’ rmd¼ ‘‘internal’’?>

In this manner every XML document instance bring into the matter the necessary pair attribute-

value in the corresponding element.

4.2. Example of application

Fixed a topic of interest, e.g., At ¼ \webpublishing", we evaluate the informative quality of

SGML document di presented in Example 2 according to the evaluation scheme with seven

components assumed in Example 4, i.e., (‘‘title, authors, abstract, introduction, body, conclu-

sions, bibliography’’).

Consider the set of nine labels given in Example 3, S ¼ fN ;EL; L;M ;H ; VH ;EH ; Tg, to express
the linguistic information. Suppose that the evaluation scheme presents the following relative

linguistic importance degrees: fIðtitleÞ ¼ H ; IðauthorsÞ ¼ L; IðabstractÞ ¼ VH ; IðintroductionÞ ¼
VH ; IðbodyÞ ¼ T ; IðconclusionsÞ ¼ H ; IðbibliographyÞ ¼ Lg. Then, assume that a group of four
recommenders evaluate the components of evaluation scheme providing the following linguistic

evaluation judgements: e1 : ðH ;L;M ;H ;M ;L; VLÞ, e2 : ðM ; VL;H ;H ;M ; L; VLÞ, e3 : ðL;L;L;M ;M ;
L; VLÞ, e4 : ðH ;N ;M ; VH ;M ; L; LÞ.
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Suppose the linguistic quantifier ‘‘at least half’’ with the pair (0,0.5) to represent the concept of

fuzzy majority in the LWA–LOWA-based evaluation method. With this quantifier we have the

following weighting vector W2 ¼ ð0:28; 0:28; 0:28; 0:16; 0; 0; 0Þ for calculating the linguistic indi-
vidual recommendations with the LWA operator. As ornessðW2Þ ¼ 0:78P 0:5; then LOWA op-

erator used in the aggregation of LWA operator is an orlike, and thus, we can choose as

transformation function h any linguistic conjunction function LCv, for example, LC1 ¼MIN.

Then, aggregating the linguistic evaluation judgements by means of the LWA operator we obtain

the following linguistic individual recommendations: ri1t ¼ M , ri2t ¼ M , ri3t ¼ L, ri4t ¼ H . For ex-

ample the value ri4t is obtained as

ri4t ¼ U½ðH ;HÞ; ðL;NÞ; ðVH ;MÞ; ðVH ; VHÞ; ðT ;MÞ; ðH ;LÞ; ðL;LÞ�

¼ /Q2
ðMINðH ;HÞ;MINðL;NÞ;

MINðVH ;MÞ;MINðVH ; VHÞ;MINðT ;MÞ;MINðH ;LÞ;MINðL;LÞÞ

¼ C
7fVH ; 0:28;H ; 0:28;M ; 0:28;M ; 0:16;L; 0;L; 0;N ; 0g

¼ 0:28� VH � 0:72� C
6fH ; 0:39;M ; 0:39;M ; 0:22; L; 0; L; 0;N ; 0g;

then if we develop the recursive definition of the LOWA

C
6fH ; 0:39;M ; 0:39;M ; 0:22;L; 0;L; 0;N ; 0g

¼ 0:39� H � 0:61� C
5fM ; 0:64;M ; 0:36; L; 0; L; 0;N ; 0g;

C
5fM ; 0:64;M ; 0:36; L; 0; L; 0;N ; 0g ¼ 0:64�M � 0:36� C

4fM ; 1;L; 0;L; 0;N ; 0g;

C
4fM ; 1; L; 0; L; 0;N ; 0g ¼ M

and then evaluating by a bottom up process

C
5fM ; 0:64; . . . ;N ; 0g ¼ 0:64�M � 0:36�M ¼ s4 ¼ M ;

given that 4 ¼ minfT ¼ 8; 4þ roundð0:64  ð4� 4ÞÞg. Then

C
6fH ; 0:39; . . . ;N ; 0g ¼ 0:39� H � 0:61�M ¼ M

and consequently

C
7fVH ; 0:28; . . . ;N ; 0g ¼ 0:28� VH � 0:72�M ¼ H :

Finally, using the LOWA operator with the weighting vector W1 ¼ ð0:5; 0:5; 0; 0Þ we obtain the
following linguistic global recommendation: rit ¼ H : Therefore, the document di presents high

value of significance and it can be perfectly recommended when users need documents related to

the topic ‘‘Web publishing.’’

5. Conclusions

In this paper, we have presented a fuzzy linguistic evaluation method to characterize the in-

formation contained in SGML-based documents. The method generates linguistic recommen-

dations for structured documents by taking into account the fuzzy majority of linguistic

evaluation judgements provided by different recommenders to evaluate the informative quality of
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the more meaningful component of DTD. The use of fuzzy linguistic modeling facilitates the

activity of the filtering systems due to that the user–system interaction is more user-friendly.

The method proposed can be applicable to any DTD and also can be extended by considering

other aspects in the generation of the recommendations, e.g., aesthetic qualities, all multimedia

information (including even text embedded in images), network factors such as loading time, clarity,

originality, organization, etc.

SGML is an standard non-proprietary format to represent the content of documents which

increases considerably the retrieval and processing possibilities of information stored in the Web.

With the addition of linguistic evaluation capabilities to SGML-based documents we increases

also the information filtering and evaluation possibilities of information in the Web. Although

SGML is not very used in the Web publishing, however this approach can be used with HTML

documents in the Web due to it�s possible to work with XML code in an HTML page using the

data-binding technique and vice versa, using the namespace specification with the HTML code in

an XML document. Similarly, this method can be applied also to XML-based documents, since

XML is a much-restricted form of SGML and any fully conformed SGML system will be able to

read XML documents.
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