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INSTALLATION
1. Local installation

For local installation of BUSY, create a directory, say TEMP, expand in this directory the file
BUSY.ZIP, and execute SETUP.EXE. The program is installed in the default directory
PROGRAM FILES\BUSY; the output file of the program will be written in PROGRAM
FILES\BUSY\OUTPUT, and the default path for savings will be PROGRAM
FILES\BUSY\SAVED. To execute the program simply follow the steps: "Start->Programs-
>BUSY->BUSY". For version updates, first uninstall the previous one and delete the
directory PROGRAM FILES\BUSY.

2. Network installation

The directory NETINSTALL contains the file "netinstall.exe" which is a small program for
installation of BUSY in a network. To do this, first, BUSY should be installed in the server,
and then each user should execute the program netinstall.exe from his or her own PC (the
program resides in the server). The only information the user should supply is the name of the
local destination directory of BUSY on the user PC. In this PC several directories will be
created (OUTPUT, GRAPH, BIN,) where the BUSY output files will be written.



PART 1: OVERALL PROGRAM DESCRIPTION

The BUSY program makes available a selection of statistical techniques designed for
conducting business cycle analysis on a possibly large set of time series.

Two types of statistical procedures are offered. The first is an NBER-type of analysis that is
based on descriptive statistics such as cross-correlations, coherences and phases of the cross-
spectra and Bry and Boschan dating procedure (see Bry and Boschan, 1971). The second is
based on dynamic factor models, following the work by Forni et al. (1999, 2000). Both are
aimed at building composite indices that are leading, coincident or lagging with respect to a
reference series. These composite indices are the main support of the business cycle analysis.

The analysis takes place after the series have been transformed so as to be second- moment
stationary. Several stationary transformations are proposed. Input data can be either in human
readable or in Excel formats. The series do not need to have all the same sample.
Computational results are displayed in an HTML file that can be read either in BUSY, Excel
or with whatever Web-browser. The composite indices produced and the list of turns are
exportable either in Excel or in human readable file.

The user-manual is organised as follows. Section 2 overviews the preliminary data-
transformations offered. Sections 3 and 4 briefly present the main business cycle procedures
implemented, i.e. the NBER approach and the dynamic factor models. Section 5 lists the
references that have been the most important to the development, and Section 6 gives the
user-instructions. The instructions are given first for the most general proposes, then for the
NBER-type of analysis and finally for the use of the dynamic factor model module. In each
case, the use of BUSY is illustrated with an example and the output is commented.

1 DATA-TRANSFORMATION

The techniques implemented for business cycle analysis rely in first place on second moment
analysis. It is hence assumed that the series are second-order stationary - i.e. with mean and
auto-covariances that are finite and do not depend on time. Because most economic time series

do not satisfy these conditions, they need to be transformed. Let X be a time series with

sample length T, i.e. i=1,ees, N, .t=1, eeo, T. Besides a log-transformation that serves at the cases
where the series variance increase together with the mean, BUSY proposes three types of
filtering operations according to the general expression:

M
z, =v(L)x, = zvkxitﬂf €))

/=—m



where L is the lag operator.

1. First-order difference: trivially, (L) = 1 - L so Z;; = X;; — X;;_; : only the growth of the

series is considered, the most simple detrending operation.

2. Annual difference: annual growth is considered instead of period-to-period, so v(L) =1 - LM?

where MQ denotes data periodicity, i.e. 4 for quarterly series, 12 for monthly ones.

3. Hodrick-Prescott filter: This filter has been designed by Hodrick and Prescott (1997) as a
A
A-L»)A-L?)+A

ratio, i.e. the ratio of the variance of the innovations in the short-term component to the variance

detrending tool. The filter is v(L) =

where A is the inverse signal to noise

of the innovations in the long-term component. For quarterly series, typical values are A=1600,

400. Trivially, the larger A the smoother the long-term components. See also Harvey and Jaeger
(1993).

The Hodrick-Prescott filter is implemented using the algorithm described in Burman (1980).
Users are also offered the possibility to extend the series with forecasts. These are computed
with a AR plus drift model whose order is selected according to the AIC. When forecasts are
used, the algorithm is modified like in Kaiser and Maravall (2000).

4. Baxter-King filter Instead of removing the long-term component of the series, it is possible to

directly extract movements whose periodicity lies within a certain range. This can be done using
the so-called band-pass filters. Typical ranges of periodicity for business cycle analysis are
[6,32] for quarterly data, [18,96] for monthly data, corresponding in both cases to fluctuations
with periodicity in the range 1.5 to 8 years.

Baxter and King (1999) proposed a popular band-pass filter that preserves movements within
any given range of periodicity [a,b]. For a given filter length K, i.e. M=m=K, the Baxter-King
filter has weights given by:

v = sinkb—sinka 1 "i':‘ sinkb —sinka
K N 2K +1,%=% kn

Users can set the range of periodicity [a,b] together with the filter length, K.

In the original Baxter and King (1999) paper, filtered values are obtained for periods K+1 to 7-
K. BUSY overcomes the lack of filtered values for the first and last K periods in two different
ways. The first procedure, that is actually the default one, consists in modifying the filter for the
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end-of sample values. The modification is such that an asymmetric approximation to the filter is
worked out under the constraint that the frequency transfer function of approximation has two
roots at the 0 frequency. This procedure will be subject of a forthcoming note. The second
option offered consists in extending the series with AR forecasts, like with the Hodrick-Prescott
filter.

5. Linear detrending: Finally, BUSY also proposes the possibility of removing a linear

deterministic trend.

Once the series are made second-order stationary, the analysis can start. The first possibility is to
use an NBER-type of approach.

2 NBER-TYPE OF ANALYSIS

The NBER-approach relies on descriptive statistics and on the detection of turning points. It is
based on a large amount of empirical experience, as it has been developed since the 1940's. It
has proved to be well suited to the analysis of the US business cycle. Although it is a heuristic
approach, it is now a reference for macroeconomists (see for example Zarnowitz, 1992).

The main point is to analyse the behaviour of a dataset with respect to a reference series and to
build composite indices by aggregating series that have a similar behaviour. On the basis on
descriptive statistics and on turning point analysis, series are classified into leading, coincident
and lagging and series that belong to the same category are then aggregated into composite
indices. The analysis supposes that one series has been set as the reference series; typical
examples of reference series are GDP or Industrial Production Indices.

2.1 Descriptive statistics

The descriptive statistics used are essentially bivariate. Let Z,,be the reference series. Three

different statistics are produced:
2.1.1 Cross-correlations with reference series:

Cov(z,,z, )
JVar(z, )Var(z,)

pu(k)= 2)

for i=1,...,N. The BUSY output file displays the contemporaneous cross-correlation and the
maximum cross-correlation together with its lag. Notice if that maximum is found for k positive,



then this indicates a leading behaviour of series i with respect to series 1. All cross-correlations
are visible in graphics.

2.1.2 Coherence with reference series

The cross-spectrum between series 1 and j is given by

1 . —i®
flj((’))zﬂ zplj(k)e ‘ 3)

k=—c0

where @ is a frequency within [-m,w] and p(k) denotes the cross-covariances of lag k. As the
cross-covariances are not symmetric, the cross-spectrum takes in general complex values. The
squared coherence is defined as the ratio of squared modulus to the product of the spectrum of
the reference series and of the j-th series according to:

Coh(w)? = IO
(o) (@)

When estimating spectra and cross-spectra, a smoothing is performed according to:

fij(0,)= D> W), (,,,) (4)

m=—M

The term W(m) is known as the spectral window. A lag window could have been introduced
directly in (3), the result being equivalent. Two optional spectral windows are proposed: Bartlett
or Parzen. For further details, see for example Fuller (1992, p.384), Priestley (1981, pp.432-
444). Notice that coherences are bounded between 0 and 1.

The coherence between each series and the reference can be seen in graphs. BUSY also
produces in the output file the squared coherences as averages over range of frequencies or
periodicities. For business cycle analysis, economists are usually interested in the periodicity
range 1.5 to 8 years, so high coherences within this period is an evidence that the series contains
an information about the cyclical behaviour of the GDP.

2.1.3 Mean delay

Since the cross-spectrum has in general complex values, it can be written in polar coordinates as:
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flj (0)) = ‘flj (m)‘e—iPh(m)

where Ph(®), the argument of the cross-spectrum, is the phase of the j-th series on the first one.
The mean delay is defined as the ratio Ph(@)/®: it measures the lags in the movements of a

series with respect to another one. Consider for example the relationship Y, = X,_, . It can be
seen that the cross-spectrum between Y, and X; is

f, (@) =f (o)™
Since f_ (®) is real, it is seen that Ph(w)=2® and that the mean delay is Ph(m)/0=2, that is

Y. lags X, by two periods, or in other words X;is leading by two periods. Positive (negative)
values imply that the j-th series is leading (lagging) with respect to the reference one. BUSY
reports the mean delays in average over ranges of periodicity.

For further references, see for example Harvey (1981) and Brockwell and Davis (1991).
2.2 Turning points

The turning point detection procedure is based on the one built by Bry and Boschan (1971),
with some updates and adaptation to the case of quarterly series. The procedure can be
described as follows.

1. The original Bry and Boschan procedure starts with a detrending moving average. As our
series have already been detrended either via first-order difference, Hodrick-Prescott or
Baxter-King filtering, that first stage is skipped as irrelevant.

2. On the transformed series, a Spencer moving average is applied in order to obtain the so-
called Spencer curve. The Spencer moving average is defined as:

L) 1 |74+67(L+L ") +46(L7 + L)+ 21(L* + L)+ 3(L* +L™*) -5 + L) -
v(L)=——
3200 —6(L*+L-3(L"+L7)

At both ends of the series, following the original procedure, the data are extended assuming
that the growth rate of the first (last) 4 observations is constant in the previous (next) seven
periods.

3. The stationary series is corrected for outliers. Outliers are identified as the points that lie
outside the range [;it -ao(z, ),;it +ao(z, )] , where zi denotes the sample mean of the I-

th series and o(z, )the sample standard deviation. Outlying points are replaced by their
9



equivalent on the Spencer curve. Passing the Spencer moving average on the outlier-
corrected series yields an outlier-corrected Spencer curve.

4. For monthly data, a 2x12 centred Moving Average (MA) is applied on the outlier-corrected
data in order to obtain the "first cycle" curve. For quarterly series, 2x4MA are used instead.
The use of 2x12 or 2x4 MA instead of 4-term or 12-term is recommended as both are
symmetric and hence do not cause any phase shift in output.

5. A first set of potential turning points are searched for in the MA12 or 2x12MA filtered
series, and it is used to look for the corresponding turning points on the Spencer curve. The
turning points are looked for in the interval [t-nterm,t+nterm] where the default is nterm=5.

6. A minimum phase length of 1.25*MQ periods, MQ denoting data periodicity - i.e. 4 or 12
for quarterly or for monthly series, from a peak (trough) to a peak (trough) is imposed. The
succession peak-trough is checked and imposed if necessary.

7. The Months for Cyclical Dominance (MCD), i.e. the minimum month-delay for which the
average of absolute deviations of growth in Spencer cycle is larger than that in the irregular
component is computed. Then, the outlier-corrected series is passed through a moving
average of length MCD. A new set of turning points is looked for on the basis of the
complementary turning points that have been found on the Spencer curve. Again the
succession of turns and minimum distance of 1.25*MQ from peak to peak or from trough to
trough are imposed.

8. These last set of turning points are cleaned by removing the turns found in the first six or
last six observations, and by imposing a minimum phase length - i.e. distance peak (trough)
to trough (peak) of 5 observations.

The OECD phase average trend procedure is not implemented because the data should
already have been detrended.

The turning points found in the reference series are produced together with the leads and lags
of those found in the other series. Several descriptive statistics such as average lag, median
lag and about the phases and length of the cycle found are given. The transformed series
together with the turns can be seen in graphics.

2.3 Classification and composing

On the basis of the results of the previous operations, a classification of the series as leading,
coincident and lagging can be operated. That classification should be performed manually by
the users. In order to help users, we briefly develop below some guidelines:
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1. Check that the series has some coherence with the reference one at the business cycle
frequencies. Low coherence indicates a very idiosyncratic behaviour. Such series
would not be much useful in explaining the common movements in the dataset, they
can be let unclassified. A possible threshold is 0.4.

2. Similarly, check the maximum cross-correlation value: series that have maximum
cross-correlation with the reference series lower than a threshold should be excluded
from the analysis. Again, a reasonable threshold can be 0.4.

3. For those series with large enough coherence and cross-correlations with the reference
series, check the mean delay in the business cycle frequency range and the lag where
the maximum cross-correlation is found. Several cases can occur, the most
straightforward being:

1. The maximum cross-correlation is the contemporaneous one and the mean
delay is less than one in absolute value: this can be seen as strong evidence for
a behaviour that is coincident with the reference series.

il. The maximum cross-correlation occurs between lags 1 and 3 and the mean
delay is between 1 and 3: there is some evidence for a behaviour that leads
that of the reference series.

ii. The maximum cross-correlation occurs between lags -1 and -3 and the
mean delay is between -1 and -3, there is some evidence for a behaviour that
lags that of the reference series.

It is good to supplement these prior opinions with the check of the turning point occurrences
with respect to the reference series ones. This will also be of help for all those cases where
the evidence will not be that crystal-clear.

The series belonging to the same group can then be aggregated in order to produce a
composite index that is a candidate for describing the common cycle movements in the data
set. A good procedure is to re-run the descriptive statistics on them including the detection of

turns, so as to check that the candidate index behave as expected.

See also Altissimo et al. (1998).
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3 DYNAMIC FACTOR MODELS

Factor models, or index models, are an alternative to the heuristic NBER approach. These
models consider that a common force drive the dynamics of all variables. This common
force, also known as common factor, is typically of low dimension and is not directly
observed because every macroeconomic variable embodies some idiosyncratic noise or short-
term movements. Factor models clean from every variable from these idiosyncratic
movements and estimate the common component in every series. The operation of
classification and of aggregation take then place on the variables cleaned of idiosyncratic
movements, i.e. on the series common component.

Because it is computationally more suited to the case of large data set, BUSY implements
non-parametric versions of the factor models (for parametric version, see for example Sargent
and Sims, 1977, Stock and Watson, 1993). Non parametric factor model can be either static
(see Stock and Watson, 2002) or dynamic (see Forni et al., 1999, 2000). The advantage of
considering the dynamic version is that the classification of the series with respect to the
reference one is a by-product of the decomposition procedure. It is this approach that BUSY
proposes. An important feature of dynamic factor models is that they provide a statistical
framework for a business cycle analysis in large-scale data sets where all the different steps
of the analysis are nested into a unified theoretical setting.

As described by Forni et al. (1999, 2000), the generalised dynamic factor model assumes that

N second-order stationary variables denoted Z;, i=1, ...,N observed at time ¢ share ¢

orthogonal common factors Yy,..., ¥q. Let Z,and Y, denote the N x 1 vector of
observations and the q x 1 vector of unobservable common factors, respectively. Writing
C, (L)Y, the linear projection of Z, on the space generated by {Yy,..., ¥q}, the vector of

observations verifies:
Z, =C,(L)Y,+C =x{ +G, (4.1)

where Ct is a N x 1 vector of possibly cross-correlated idiosyncratic components and the N x

1 vector X? contains the common part of the series. Orthogonality between common factors

and idiosyncratic parts implies the spectral density matrix (sdm) relationship

L(0)=Z}(0)+Z, () (4.2)
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where ® € [T, ] is a frequency and 2(0)) , 2;(60), EC (®) are the sdm of the series,

of the common and of the idiosyncratic parts respectively.The vector of common parts, X? ,

can be estimated using the dynamic principal components developed in Forni et al.
(1999,2000) as summarised below.

Let us denote p;(®)= {p i1(®)eees Dy (0))} the j-th eigenvector of the N x N sdm matrix
2(w) associated with the j-th eigenvalue A j(0)), the eigenvalues being classified in

descending order. The N vectors P (®), j=1....,N, represent an orthonormal system of eigen

vectors for I . It can be checked that the projection of Z, on the first g eigenvectors verifies
x =KU(L)Z, (4.3)
where the N x N matrix of filters is such that

K'(L)=p,(L7)'p,(L)+..+p, (L7)'p, (L)

Under certain assumptions, Forni et al. (2000) showed that X?* is a consistent estimator of

x¢. The N x N matrix of polynomials Kq(L) is computed first in the frequency domain as:
K%(®)=p,(®)'p,(® )+...+p, (®)'p,(® )

For instance the ij-th entry in the matrix K*(o) is
K2(0) =Py (@) Pyy(@ )+ et Py (©)'py ()

In practice, K*(®) must be evaluated over a finite number of frequencies. Following Forni et

al. (1999, 2000), we denote M, the number of frequencies in (0,m) where the spectral density
matrix is computed, so over [0,27] the following 2M+1 frequencies are considered:

= 2m yeees Doy = 2M 2n )
2M +1 2M +1

o, =0,0,

13



By computing the matrix K% (®) at the 2M+1 frequencies above, the weights of the

M
k
polynomial Kf} L)= ngkL that loads the j-th variable for the estimation of i-th
k=—M

common component can be recovered by inverse Fourier Transform as in:

1 2M+1

K4 = K9 (w, )e™ ™
= oM kZ:;, i(@) (4.4)

Using this methodology BUSY estimates the common component and the idiosyncratic part
in every series, the decomposition being such that:

_ q* *
Z =yl +G,
The common components obtained can be saved in output.

The classification of all series according to the behaviour the common parts with respect to
that of the reference series is performed by computing the mean delays in the first row of the

common components spectral density matrix, namely 2; (0)1)/ ®, . For example, if the mean

delay is between -1 and 1, meaning between one period lead and one period lag, then the
series is classified as coincident. Conversely, if the mean delay is higher than 1 (-1), than the
series can be classified as leading (lagging) by more than one period. The building of
composite indexes is based on the common parts of all series, similarly to NBER-type of
approach. Also, because the common component of every series is cleaned of idiosyncratic
short-term noise, the dating of turns can be improved when performed directly on the
common components.

There are several parameters in this procedure. First of all, the choice of ¢, the number of
factors, is not a trivial issue. Forni et al. (1999, 2000) propose to check the behaviour of the
first g eigenvalues when the cross-section dimension expands to infinity, and a graphical tool
for that it offered in BUSY. This graphic is a good support because, if there are ¢ common
factors in the data set, then only the first q eigenvalues should have a divergent behaviour.

A common practice is to select ¢ so that a large enough proportion of the series variance is
explained. Typical thresholds are between 50% and 70%. BUSY allows to set that proportion
and, of course, to directly set the number of factors.

Finally, M, the number of frequencies considered, must be selected. Forni et al. (1999, 2000)
propose round(\T/4), T being the number of observations. It is the default value
implemented.
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PART 2: USER INSTRUCTIONS
5 GETTING STARTED

i1

Series Set Manager  Work-Sessions Qutpuk  Help  About  Demo

—Series Attribute: Common Sample——————
~Sample Size —Frequency i~ Clagsification First Obs
| I I Last Obs
Frequency :
—First Ob: ~Last Ob: i~ Transformation q !
I I | Sample Len :
# Series:

Data | NBEH-T_l,IpeI Diynamic Factor Models I

r~Diata Transformation——————

I~ Levels

v Log-Tranzformation

—Fange of Periodicities in Baster-King Filter

e M awimum Penadicity (# of Years] : | g
- b
L wericead I~ First Diifference

Minimum Periodicity [# of Years] : I 15

I Annual Differerce

: ; | 5
™ Hodrick-Prescott Detrending Eietencis

¥ Baster-King Filtering

[ Use Series Forecasts

[ Linear Detrending

ah Add To'Work Session | @ Setto the Default

|Current Wiork-Session | F1 =Help |ReFerence Seties ¢

st | 4 @ 5 || ] 3] BB oo i B 5 s saf s s ] 5 saf e ] o BEOVIREE o

When running the BUSY.EXE file, the screen above appears. On the left side, you can see
two different areas: Work-sessions and Series-set. Series-set is the database: Users must start
with loading series into the database. You can load series into the database and manipulate
them using the Series Set manager, as displayed on next page.
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The series set manager is accessible by Alt-S and selecting "Series-Set Manager" and also
with the short-cut Ctrl-A. It organises all operations on the database. A copy of the menu can
be seen on next page
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5.1 The Series Set Manager

Eﬂuw Series-Set Mar ager M E ||

~Seriesy alue:

\ g A alie: |

—Categorie: l

NAME iI

Cansumption
Employment and hours
Foreign Trade

Housing starts and building permits

*H+—A~f§\’("

—Serie:

|Name |Acronym Sample Size Starting Obs |Slamng ‘T'ear |Data Penod\citylAggTypa |Source

—

E Load Series . |
[ - ™ o o ¢ = | i
o E © ﬂ 1 Ceze.. I

The Series Set Manager serves at manipulating series in the database. The screen above is
that seen on the first call, when no series has yet been loaded. It can be seen that there are
three fields entitled Categories, Series, and Series values. The series set manager also gives
the possibility to load series by pressing the button Load Series.

The field "Categories" displays a list of category for socio-economic variables: it is a tool
made available in order to organise the data if needed. Every category can be deleted by

highlighting and pressing = . In that case all series belonging to that category will be
removed from the database together with the category name. Categories can be added by

pressing +, typing text, and pressing ¥ for entering data. Existing categories-names can be
edited using “ and entering the new text using ¥ . The cross X is used for cancelling the

edit-mode. Finally the arrows 4 and " below the table move the cursor up and down the
table.
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5.1.1 Load Series
Select the category to which you wish to direct the series and press the button Load series.
The series loaded will belong to that category, but that can be modified (see 6.1.4).

5.1.2 Input data format
BUSY reads data that can be either in human readable or in Excel files. The data format can
be:

* bpf, where bpf stands for BUSY Partial Format, and

* bef, where bef stands for BUSY Complete Format

With the bpf format, the files contain only numbers. All series must have the same number of
observation, so what is actually loaded is a matrix. The series must be displayed in columns,
every column being one series. The series name corresponds to the filename plus an integer
that corresponds to the number of the column.

With the bcf format, the datafiles embody numbers plus information on the series. The series
must be displayed in the following way:

Series name

Starting year starting period data-periodicity
xxx [observation #1]

xxx [observation #2]

$

Series name

Starting year starting period data-periodicity
xxx [observation #1]

xxx [last observation]

Notice that the series are separated by the symbol "$". With the bef format, series can have
different number of observations and different sample dates. Together with the possibility of
inputting series names, this is the main advantage of the bcf format.

In any case, more than one file can be inputted. Excel files can be read with any of the two
formats above. If an Excel file is used for importing a BCF formatted file, then it is
necessary that all numbers in the file lie in the first column.

For example, the file ITALY.BCF that includes 69 series describing the Italian economy is
partially reproduced below:
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GDP
198214
341379.66
340857.77

483139.44
484031.57
488066.75
$

IPI-TOT
1981014
84.402332
86.222606

Examples of inputs files can be seen in the folder C:\Program Files\BUSY\Series. Once the
file ITALY.BCF is loaded, the following screen can be seen:

-
i~ Categorie: Senegyalue:
HAME | B
|| Fareign Trade = fadd YEl e |
|| Houszing starts and building permits J 76619332
|_|Inventaries 7671382
Irwvestrment
[ taly = 75.825587
76.838314 =
4 4 » » o = a O
%
2
|Sampla Size |Slamng Obs |5lamng Year |Dala PBriod\citylAggT}lpe |50urce | -
59 1 1986 4 |Flow
| |CAPALINT 59 1 1588 4 |Flow
|| CAPALINY 59 1 1588 4 |Flow
|_|CapAlTOT 59 1 1588 4 |Flow
| R B4 1 1585 4 |Flow
| |CON-DUR 75 1 1582 4 |Flow
| |CON-GOV 75 1 1582 4 |Flow
|_|CON-HOUS 75 1 1982 4 |Flow
|| CON-SERY 75 1 1982 4 |Flow
|_|CcPI 96 1 1977 4 |Flow
| |DEGDP 40 1 1991 4 |Flow
| |DEFD 95 1 1977 4 |Flow
| |EMER-CONS E2 1 1985 4 |Flow
|_|EMER-PROD E2 1 1985 4 |Flow
| |EMER-TCON E0 1 1985 4 |Flow
| |EMER-TPRO E2 1 1585 4 |Flow
| |ExCH 106 ] 1974 4 |Flow
|_|ExP-GO0D 75 1 1982 4 |Flow
| |EXP-SERY 75 1 1982 4 |Flow =
FRGDP 52 1 1578 4 |Flow o
MGop 75 1 1982 4 Flow : | o
I LI I Load Series .. g
=3
] - > > - - o 33 o s = |
. Close ...

SR Start| #5005 Prompt | B Microsott word - BUSY-sp. | [ Busy (5] Inbce - Micresoft Outloak Jrmlggay 525 am
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The data do not necessarily have the same sample size and the same periodicity. The symbols
at the bottom of the field Series make possible some manipulations as in 5.1.1.

BUSY does not treat missing observations, so series with missing observations cannot be
inputted. Users are advised to use the program TRAMO for preliminary treatment of series
with missing observations. TRAMO is downloadable at www.bde.es .

Examples of input files can be found in the subdirectory SERIES of the folder where BUSY
is installed. Four files can be seen: examplel.bcf and examplel.bpf for human readable files,
ex1bpf.xls and ex1bcf.xls for Excel files.

5.1.3 Modify category assignment

Users can modify the category to which a series belongs by highlighting the series name in
the table Series Set of the Series set manager and pressing the right mouse-button. Two
options will appear: Move and Clone and Move; use this last if you wish to make the series
belong to several categories.

5.1.4 Aggregation

The seventh column of the table entitled Series in the Series Set Manager is Aggregation - see
the menu above. When the series do not have the same periodicity, they are transformed so as
to all have the same periodicity. The transformation is such that all have the lowest
periodicity in the data set. For example, if there are both monthly and quarterly series, then
all series are made quarterly. There are three possibilities for that transformation: flow, stock
and end of period. Flow leads to cumulate over periods: for example the sum of the three
months of every quarter if a monthly series is to be made quarterly. With the stock attribute,
averages over periods are taken, so it would be the average of the three months of the quarter.
If the attribute End of Period is used, then only the last figure of the period is taken, for
example the third month of the quarter.

You can modify the aggregation scheme of every series using View transformation summary
in the work session (see Section 5.2.2, p.29).
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The Close button enables users to leave the Series Set Manager: all series are now visible of
the Series Set sheet:

- ork-Sessions

[=)- SerigsSet

[+ Business surveys

- check

[#}- Consumption
[#- Employment and hours
[+ Faoreign Trade
[#- Housing starts and building permits
#-INE

[ Inventories
[ Investment

[ Miscellaneous
[#- Money aggregates and interest rates
[ Mew Orders

[ Price Indexes

[+ Production

[#
[
[
[E

an

- Productivity

t}- Fietail and whole trade
#]- Stock prices

t- Turnover

.

m

GDP
IPI-TOT
IPI-MANLF
IFI-ENER

o IPIFMETALS
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5.2 Work-session

=18 x|

#Mork-Sessions  Output  Help  About D

Attribute: Common Sample——————————

—Frequenc: Clazsificatior First Obs ; 1-1991
J+ ’7 [Hot Classhed LastObs: 41999

Frequency: 4

[ L3t Obs: Transformation—— SampleLen: 36
=000 I ample Let:
1 # Series: 69

Dirop Waotk-Session Ctth-D

Set as Current Waork-Session Shift+Ins

Set as Reference Series Chrl+Ins

Save Current Work-Sessian CirH-S
Save Current Work-5Session as ..,

Load Work-Sessions ChrHL

Export work Session ChrHE

Compiite Common Sample Crri

~ ot

W LogTransformation

—FRange of Periodicities in Baster-King Filter

M aimum Periodicity (8 of Years) : I 8
Mirirmum Periodicity (# of Years] : I 1.5
Filter Length : I 3

I First Difference
I™ &nnual Differsnce
I Hodrick-Prescott Detrending

¥ Barter-King Filtering

™ Use Series Forecasts

I Linear Detrending

2r idd To'work Session % Set tothe Default

F1 =Help |Referen:e Series

Bster|| 14 & 59 || ] 3] M8 oo mrd 0o BN FEM ] s o] s 30 i ] 3] &0 e SEIYIZ@H S e

|CurrEr|t-WUrk Session |

For starting the analysis, users must first either create a new work-session or load a
previously saved work-session. A work-session can either be created using Create a New
Work-Session in the Work-Session menu or loaded using Load Work-Session, still in the
Work-Session menu. It is possible to have several work-sessions opened. In that case users
must tell BUSY which one is active by highlighting and pressing Alt-W + Set as Current
Work-session (or Shift-Ins). The current work-session is marked with a right-hand-side blue
arrow.

Other possible operations regarding work-sessions are Drop (Ctrl-D), Save as and Export (see
Alt-W menu) - see next page.

Once a work session is created, it must be fed with a data set. To do this, users must return to
the Series Set.

25



5.2.1. Passing series to Work session - data transformations

For passing series from the Series Set to the Work Session, three operations must be

performed.

1) At least one work session must be opened. If more than one work session is opened, then
set as active the targeted work-session using Alt-W -Set as Current Work session or

Shift+Ins.

2) As business cycle analysis is performed on series that are made second-order stationary by
data-transformation, you must first select the data transformation that will be applied to the

series. See below 6.2 Data transformation.

3) Once a data transformation has been selected, in the Series Set sheet select either the
categories or the series you wish to pass to the work session and press the button Add to

Work Session.

Series Set Manager  Work-Sessions

Cukput

El

- Wiaork-Sessions

_|o| x|
Help About  Demo
—BEIF=C\WwW Attribute Common Sample————————
—Sample Size——— Freguency—  Clazsification—————— First Obs -
|1:32 |12 INot Classified Last Obs -
. . Frequency :
rFirst bz~ Last Obs—  Transformation———— Sl
ample Len :
[1-1387 [12-2002 [x P
# Series
Drata |

Data Transformation—————

/

I~ Levels

Hodrick-Prescott Detrending Parameter

Inverze Signal to Moize R atio :

Al 1500

[~ Use Series Forscasts

- SeriesSet
- Bank of [kaly
(- Business surveys
[+ Conzumption
[+ Emplayment and hours
[#- Foreign Trade
£}
&3}
&3l
£}
&3}
[+

Housing starts and building permits
Irventories

- [rrvestment

- Mizcellansous

- Money aggregates and interest rates
- Mews Orders

- Price Indexes

- Praductinn

|»

Current-Work Session :

[~ First Difference

Annual Difference

[¥ Hodrick-Prescott Detrendin

[~ Baster-ting Filtering

Linear Detrending

ar Add ToWork Sessioh

@ Set to the Default

Fi =Help |Reference Series :
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In case the series have different periodicity - i.e. quarterly and monthly series, the series with
higher periodicity (i.e. monthly) are transformed so that their periodicity becomes the lowest
one (i.e. quarterly in the example). For the aggregation procedure, see 6.1.5.

Users must choose the data-transformation to be applied to the series before sending them to
the work session. The aim of this transformation is to make the series second-order
stationary. In order to have a homogenous data set, the same stationary-inducing
transformation is applied to all series.

=10 x|
Series Set Manager  Work-Sessions  Output Help  About  Dema
= Wwhork-Sessions —GDF Attribute Common Sample—————————
) [taly —Sample Size— - Frequency —Clazsification Firzt Obs 1-1986
|78 J4 [Mot Classified LastObs:  2-2000
. E Frequency : 4
rFirst Obs—Last Obs—— [ Transformation———— Sermaffall wE
ample Len :
f1-1382 [3-2000 | &
# Series L
Data I

Data Transfomation————

[ Levels
¥ Log-Transformation
—Fiange of Periodicities in B aster-King Filter
= _I M aximum Perodicity (8 of Years] : I 8
= I'q'['lF' [~ First Difference
IPI-MANUF Minimum Periodicity [# of Years) : I 1.5
[~ Annual Difference
- |PI-EMER
 IPI-METALS ol ) Filter Length : I 18
- IPLCHEM [~ Hodrick-Prescatt Detrending
- IPL-MACH ¥ Baster-King Filtering
- IPI-ELEC [~ Use Series Forecasts
- IPITEXT [ Linear Detrending
- |PIHMYE
- |PI-CONS
- APHNTG & Add To'wWoark Sessian @ Set to the Default
- CAPAI-TOT
- CAPAINY ll
Current WWork-Session @ Ikaly Fl =Help |Reference Series :

After the preliminary choice to log-transform or not the series (LX or X), users are offered
the choice to apply a first difference (DLX or DX), a first difference at annual lags, the
Hodrick-Prescott de-trending filter (HPLX or HPLX), the Baxter-King filtering procedure
(BKLX or BKX) and a linear detrending. You can always use none of the transformation if
you believe that your series is stationary. The parameters for the HP and BK transformation
are the following.

e For Hodrick-Prescott detrending, users are asked to enter the inverse signal to noise
ratio, as can be seen in the screen displayed on previous page. This parameter sets the
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proportion between the variance of the innovations in the stationary component and
the variance of the innovations in the trend of the series. Typical values for quarterly
series are 1600 and 400, the higher the parameter the smoother the trend.

o For Baxter-King filtering, users are asked to enter the range of periodicities [min.
period, max. period] and the filter length. The screen in previous page reproduces the
relevant box. For example for quarterly series [6,32] means that all movements with
periodicity between 1.5 year and 8 years will be kept in output, the other movements
being discarded. The length of the filter is given in one direction, as the filter is
symmetric: the longer the filter the closer it is to the ideal band-pass filter, but the
more forecasts and backcasts are needed at the series ends. These forecasts and
backcasts are computed using autoregressive models whose lengths are automatically
selected via the AIC criterion.

Notice that the series must also be free of seasonality, since the seasonal periodicities are
outside the range of movements of interest for analysing the business cycle. For facilitating
the treatment of seasonality, BUSY gives to possibility to export series into a file that can be
used as input by the seasonal adjustment program TRAMO-SEATS (see Gomez and
Maravall, 1996; available at www.bde.es). This option is accessible from the work session
with the right mouse-button after the relevant series have been highlighted.

The references for the routines implemented are:

Baxter M. and R.G. King (1999) "Measuring Business Cycles: Approximate Band-Pass
Filters for Economic Time Series", Review of Economic and Statistics, 81, 4, 575-593 (also
NBER WP 5022, 1995).

Hodrick R. and Prescott E. (1997), "Post-war business cycles: an empirical investigation",
Journal of Money, Credit and Banking, 29, 1, 1-16.

Kaiser, R. and Maravall, A. (2000), "Long-term and short-term trends: the Hodrick-Prescott
filter revisited", mimeo, Bank of Spain.

Gomez V. and Maravall, A. (1996), "Programs TRAMO-SEATS: Instructions for the user",
working paper 96/28, Bank of Spain.

5.2.2 View data transformation summary
This table can be seen by highlighting the work session heading, pressing the right mouse-

button and selecting View Transformation Summary. This table concerns all the data loaded
into the work-session.
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ETlansfolmaliun Table Summary HEE |-

Name | # Obs. | Frequency | First Obs | Last Obs | Agalypa iTlansformall Hp Lambda | Bk Max Period | BK Min Panodl BE Filter Len | ﬂ
1 CAPAl-CON o) 4 11986 4-2000 Flowe BKLx 3z E 16
2 CAPAMNT 53 4 11586 4-2000 Flos BKLA 32 E 16
] ICAPA]-NY o) 4 11986 4-2000 Flowe BKLx 3z E 16
4 CAPA-TOT 53 4 11586 4-2000 Flos BKLA 32 E 16
5 CAR B4 4 11585 1-2001 Flowe BKLx 3z E 16
E CON-DUR 78 4 11882 4-2000 Flos BKLA 32 E 16 |
7 CON-GOY 75 4 11582 4-2000 Flowe BKLx 3z E 16 |
2 CON-HOUS 78 4 11582 4-2000 Flos BKLX 3z E 16 &
9 CON-SERY 75 4 11982 4-2000 Flawve BKLx 3z E 16
10 ICPI 96 4 11577 1-2001 Flos BKLX 3z E 16
1 DEGDP 40 4 11991 1-2001 Flawve BKLx 3z E 16
12 DEFD 95 4 11577 4-2000 Flos BKLx 3z E 16
13 ENER-CONS E2 4 11985 32000 Flowe BKLx a2 b 16
14 ENER-PROD E2 4 11585 32000 Flos BKLx 3z E 16
15 ENER-TCON B0 4 11985 1-2000 Floe BKLx 32 B 16
18 ENER-TPRO E2 4 11985 32000 Flow BKLx 3z E 16
17 E+<CH 106 4 31974 1-2001 Floe BKLx 32 B 16
18 E<P-GO0D 75 4 11982 4-2000 Flow BKLx 3z E 16
19 E<F-SERY 7h 4 11882 4-2000 Flo BKLA 3 E 16
20 FRGOP 92 4 11978 1-2001 Flow BKLx 3z E 16
21 GDP 7h 4 11882 4-2000 Flo 5 3 E 16 ;I
Apply Changes to All Serie AggTppe |

Transformation————————— =

| o— —
£ Update '6
E=J

5 Apply

% dpply

hstart| B3MS-00S Prompt

| [ Miciosoft Word - BLL.. | = Busy Inbox - Microsoft Outl.. | [ Mission report Lus-10.. |

X Close |

This table displays information about series and the transformations that have been

applied. For every series you have the possibility to modify the aggregation type (if relevant)

by double clicking in the column Aggregation at the line of the relevant series. Similarly,

double clicking in the column Transformation at the line of the relevant series enables you to

change the transformation that has been applied to the series. You can also modify the

parameters of the transformation simply by double-clicking in the relevant case.

Below the table you can see two buttons: Apply and Update. The first can be used if the

modifications to the transformation or the aggregation type must be applied to the all series.

If the data-transformation or the parameters of the data-transformation are changed, then

Update must be pressed for refreshing the table.
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If only a subset of series is highlighted, the option View Selected Data Transformation
summary appears when pressing the right-hand side mouse taste. This is like View
transformation summary, but information is displayed only for the highlighted series.

5.2.3 Export series

Any series in the work-session can be exported to human-readable or Excel files by
highlighting them and pressing the right mouse-button. This is useful, for example, to export
composite indicators produced by BUSY.

5.2.4 Select reference series

The business cycle analysis procedures implemented in BUSY use a reference series. This is
necessary for classifying series as leading, lagging or coincident before composing indices.
Hence, the analysis can start only after the reference series has been selected. Select a
reference series by highlighting it and pressing Alt-W + Select as Reference Series or the
short cut Ctrl-Ins, as described in the screen display below.

=
Series Set Manager | Work-Sessions Qutput  Help  About  Demo
E; Italy Create New Wark-Session Chrl+= Common Sample——————————
& CAPAICI  Drop Work-Session Chrl+D Frequency rClassification First Obs :
L |4 [Mat Classified Last Dbs:
. i Frequency :
Chrl+Ins \0bs— 1 Transformation—————
000 BRI Sample Let
ChrHS £ I H# Series
COM-HOD i
COMSEF Load Wark-Sessions kL '.3 Dynamic Factor Models |
CFI Export Wiork Session Chrl+E IU
DEFO
E%CH Compute Comman Sampls CErlH-M
ExP-GOOD I "Levels
ExP-SERY
FRGDF ¥ Log-Transformation
—Range of Periodicities in B aster-King Filter
- IMP-GOOD 4
T _I b aximum Periodicity [# of ‘Years) : I 8
; l[:fs men I~ | First Difference
- GDP Minimum Periodicity [(# of Years) : I 1.5
 IPIMANLE J = Al Difference -
- |PI-EMER . ) Filter Length : I
 PLMETALS I~ | Hodrick-Prescatt Detrending
-~ IPI-CHEM v Baxter-King Filtering
- IPI-MACH I~ Use Seres Forecasts
- IPIELEC I~ | Linear, Detrending
- |PI-TERT
- IPIHMYE
-~ IPI-LONS & Add To'work Session 1Z) Set to the Defaul
-~ PHNTG
-~ CAPALITOT ;I
|Current Work-Session : Ikaly F1 =Help |ReFerence SEeries

Most often the reference series is the GDP. The analysis can start only when a reference
series has been selected. Two sets of procedures are then proposed for developing a business
cyclw analysis: NBER-type and dynamic factor models.
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6 NBER-TYPE OF ANALYSIS

6.1 Overview

BUSY module entitled "NBER-type" produces several descriptive statistics that serve to
classify series with respect to the reference one. The descriptive statistics offered are cross-
correlations, coherences, mean delay and turning point analysis. According to the results of
these descriptive statistics, data can be manually classified as coincident, leading or lagging
with respect to the reference series and eventually aggregated into candidate composite
indices. As can be seen on the next menu, there are four sub-menus proposed: cross-
correlations/coherences, turning point analysis, classification and composing.

6.2 Cross-correlations / coherences

(=Y

Series Set Manager  Work-Sessions  Output  Help  About  Demo

=P ltaly | [FGDF Attibute:
- CAPAI-CON —Sample Size—— [ Frequency

CAPAINT |78 |4

Common Sample———————
First Dbz :

Last Obs

Freguency :

—Clazsification
[Mot Classified

First Obs— - Last Obs—— [ Transformation————
L4R 171382 [3-2000 [BKLX

Sample Len :

H# Series

Data  MBER-Type | Dynamic Factor Models'

Rl Cross-Conelation / Coherence | Turring Poirt Anal}lsis' Classification | Composition |

rhleadlag——

-5 elect Range of Periodicity————

20

-2

[ s

W 2vay
1
2

H
[+ ] r

Obs-1%

- IMP-GOOD hd|

- ltaly
- GDP

- |PI-MANUF J

- IPI-EMER

- |PIMETALS

- |PI-CHE M

- IPl-MACH

- |PI-ELEC

- |PI-TEXT

- IPIHMYE

- |PI-CONS

-~ APHNTG

- CAPAITOT :I

- Investment ;I = Gl

—Bivariate Crozs-5Spectiunn Par.

4—
@
N>

FSmooth Win, Len—————

—

@ Set to the Default @ Croge/Coke Rur ...
¥ Current WS -

I~ Selected Series

Current Work-Session : Ikaly

F1 = Help |ReFerence Series : GDP

The field entitled "Lead/Lag" proposes the maximum number of leads and lags to consider
when computing the cross-correlations with the reference series.

For the computation of coherences and phases, users can insert the period ranges over which
coherences and phases will be averaged. The range of periodicity proposed is used for

example in Altissimo et al. (1998). Pressing "+", users can insert any other relevant range.
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These last two statistics require to compute spectra and cross-spectra. User can choose which
type of smoothing window to use, namely Parzen or Bartlett type, and the length of that
window. The number entered is understood as one-directional length.

All these bivariate statistics are computed over the sample that is common to the reference
series and to every series. The procedures implemented are those that have been described in
Section 2.1 Descriptive Statistics. The general references used are:
Fuller, W.A.: (1991) Introduction to Statistical Time Series, Wiley, NewY ork.
Priestley, M.B.(1989) Spectral Analysis and Time Series, Academic Press, London

6.3  Turning point analysis

The turning point procedure proposed is based on the one built by Bry and Boschan (1971),
with some updates related to the free parameters and to the adaptation of some linear filters
involved for the case of quarterly series.
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The input screen shows five boxes:

1. Minimum Cycle Length: minimum distance between a peak (trough) and the next

peak (trough).

2. First Cycle Estimation: use of 2x4 for quarterly series or 2x12 moving average for

monthly series when computing the first cycle estimate.
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3. Minimum Phase Length: minimum time-distance between a peak (trough) and a
trough (peak).

4. TP look interval. Letting nterm denote the corresponding parameter, the turns are
detected as local extreme into time interval [t-nterm,t+nterm].

5. Standard deviation in Outlier correction: points outside of [Mean - Parameter x Std
Dev., Mean + Parameter x Std Dev] are treated like outliers.

The procedure implemented is that described in Section 2.2. References are:
Boschan C. and Bry G. (1971) "Programmed selection of cyclical turning points", in
Cyclical Analysis of Time Series: Selected Procedures and Computer Programmes, NBER.
Fayolle, J. (1993) "Decrire le cycle economique", Observations et diagnostics
economiques, Revue de I'OFCE, 45, 161-197.
OECD (1987), "OECD Leaqding indicators and business cycle in members
countries1960-1985", OECD Main economic Indicators, Sources and Methods, n.39.

6.4 Classification
This screen helps you in classifying the series in four different groups leading, coincident and
lagging with respect to the reference series. The fourth group embodies the not-classified

SETICS.
=10/ x|
Series Set Manager Work-Sessions  Output Help  About  Demo
-3 ltaly ;I —GDP Attibute Common Sample———————
- CAPAI-CON —Sample Size r—Frequency i Clazsification First Obs -
- CAPALINT |75 4 [Not Classified Last Obs -
[ CAPALINY i —
[l CAPALTOT r—First Ob: rLast Ob r—Transformation Sl '
: ample Len :
B CAR [1-1382 f-2000 BKLX ’
[ COM-DUR # Series
(- CON-GOY
" COM-HOUS Data MBER-Type | Dwnamic Factor Model: I
- COM-SERY P
__ Rl Cross-Corelation / Coherence I Turring Pairt Analysiz - Classification | Composition
" DEFD I Coincident | Leading | Lagging |
(- EXCH
._ ExP-GOOD Mot Classified———————————————— rCoincident—-
- EXP-SERY CAR B CAPAI-CON
- FRGDP CON-DUR CAPAI-INT
== GDP CON-GOY CAPAI-INY
LI CON-HOUS CapPal-TOT
' CON-SERY N I GDP
[ Investment S B —
- Italy DEFO
- GDP ExCH i |
o IPI-MANUF J ExP-GOOD
- IPI-EMER: ExP-SERY ¢ |
— IPIMETALS FRGDP
o IPI-CHE M IMP-GO0OD
. IPI-MACH IMP-SERY _l<<
- IPIELEC INY
- IPI-TET INY-CONST
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- |PI-CONS INY-0TH
- PHINTG INY-TOT j
- CAPALTOT ;I
|Current Work-Session : Ikaly F1 =Help |Reference Seties + GDP

For classifying series, select the target category -i.e. coincident, lagging or leading, then
highlight the series to be classified in the column entitled Not classified and press the right-
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arrow button. The series names in the work-session take different colours according the group
to which the series belong. For declassifying series, select the category, highlight the series to
be de-classified on the right-hand side column and press the left-arrow button.

That classification should be done on the basis of the results of the descriptive statistics plus
turning point analysis. See 6.6 NBER-type of analysis: example and output.

For each category, composite indices can be built using the Composing facility.

6.5 Composing

There are two options for the building of composite indices. The first is simply to average the
series in each category after centering and standardising them -i.e. all are divided by their
standard deviation in order to have a unit variance. They are actually the stationary
transformed series that are aggregated. The second possibility is to input the weights of the
aggregation directly. This can be done using the option Weighted in the field Composition
Type. Once the button Composing is pressed, the composite index is created and added to the
work session. An export facility into either Excel or text file is also offered with the button
Export. The composition menu can be seen below.
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6.6 Output overview

When the NBER procedures have run, the output is written in a folder named Saved that is a

sub-directory of the folder where BUSY has been installed. The output is written under the

filename BUSY .htm, and it can be read in Excel as an html-file. The results can also be seen

in BUSY using the menu Output facility. The results discussed below are obtained after a run
with the input file ITALY.BCF that embodies 58 series describing the Italian economy.
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Selecting Show Output leads to the display of an Html-table (see next page).
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i
File:
A
Busy Olltpllt Tahle 1.1: Sivariate siaiistics with the Reference Series : GDF
- J
Table 1.1 : Bivariate Characteristics/Coherence Average | Mean Crnss.-
statistics Spectrum| Delay | correlation
Tahle 2.1 : Tuming Series t
point analysis Transf. |Freq. | 2Y8Y |2Y8Y 2Y8Y| Iy |Thax ::'Ex
Tahle 2.2 : Turning
Boint Sequences CAPAT-CON| BELX | 4 0.6% 045 010 (081081 0
Tahle 23 : Analysis of CAPAT-INT | BELX | 4 047 0.44 087 062|068 1
cycles CAPAT-TMNW | BELX | 4 04z 046 D48 |062|063] 1
CAPAT-TOT| BELX | 4 061 0.45 095 (074076 1
CATR BELX | 4 013 0.44 -0.65 |0.25|0.35) 0
COMN-DUE | BELX | 4 049 0.44 -0.52 (070670
COMN-3OY | BELX | 4 0.03 0.45 442 008|023 4
COMN-HOUS | BELX | 4 0.66 0.45 -0.34 107|078 0
COMN-SERV | BELX | 4 045 046 D03 |065|065] 0
ZFI BEL¥ | 4 0.06 0.46 -4.65 |-0.06-0.41| 4
DEPO BELX | 4 016 0.43 £.27 |-0.34/-0.38| -1
EXCH BELX | 4 0.0% 046 641 |-0.26/-035 -2
EXP-GOCD | BELX | 4 029 0.44 0,594 (049043 0
EXP-SERV |BELX | 4 0.03 042 -5.50 |-0.08}-0.24| 2
FRGDP BELX | 4 057 046 -0.2% (073|073 0 _|;I
1] | r

The left-hand side column gives a fast access to the tables produced. Scrolling downwards on
the right-hand side gives access to the full output. This table gives different messages.

Table 1.1 presents a summary of the descriptive statistics coherence, phase, cross-
correlations. The coherence indicates the strength of the co-movements between the reference
series, i.e. GDP, and every series of the data set. The most important range of periods is 2
years-8 years, where the business cycle is supposed to have its periodicity. For example, we
can see that the series Capacity Utilisation in Industry - Construction (CAPAI-CON) and
Consumption — Housing (CON-HOUS) has strong commonality with the Italian GDP over
the business cycle frequencies. On the other hand the Italian CPI and GDP do not seem to be
very much linked over the business cycle frequencies.

The phase - what is actually reported here is the mean delay, measures instead the lead/lag
relationship between the GDP and every variable. Coherence and phase are reported on
average over the range of periodicity selected. Positive values indicate that the variable is
leading with respect to the reference one, and negative values indicate a lag with respect to
the reference series. Close to zero values indicate instead a coincidence of movements. For
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instance, it can be seen that Capacity Utilisation in Industry - Construction and Consumption
of Services (CON-SERV) are strongly coincident with GDP.

The cross-correlations between the reference series and the other ones are reported in the last

three columns. Only the contemporaneous and the maximum value together with its time of

occurrence are reported. If a maximum cross-correlation is found for strictly positive lag in

the variable, then is evidence for a leading behaviour of the series with respect to the

reference one.

Table 2.1 presented below reports the turns found in the reference series and the delays in the

timing of occurrence of the turns in the series.

-loix]
File:
Busy Output Table 2.1 : Turzing point analysis: leads ard lags with respect io the reference series : GDP 2l
Trough | Peak |Trough | Peak |Trough| Peak |Trough| Peak | Trough Nber of
Home Reference Series |[04-1986/01-1990/01-1991/01-1992/03-1993]03- 1995/04-1996/01- 1998/01-1999] = °F &XF
Lable L1: Bivariste CAPAT-CON +5 -3 - - 0 -1 0 -1 0 0
statistics
Tabls 21 - Tnin CAPATTNT +5 0 - - -3 -1 -1 0 o 0
point analysis CAPAT-TNWV +2 0 - - -1 -1 0 -1 -1 -1
Table 2.2 Tuming CAPAT-TOT - 0 - - -1 -1 o -1 o -1 J
Doni Sequences CAR -1 3 0 +1 : - -2 2 : -1
e anslymiaa CON-DUR 0 - - + 0 4 2 2 } 1
CON-GOV - -6 -6 0 - - -4 +1 +1 -1
CON-HOTS o - - 0 o -1 -2 +2 +3 -1
CON-SEEV - - -5 -1 -1 -1 +4 - - -1
CFI +6 - - -1 +3 +2 - - +1 -2
DEPC - - - - - +4 -6 - -3 -2
EXCH +3 -3 +4 +5 - - -1 -2 -1 -1
EXP-GOOD +1 -1 - - -3 -1 -1 0 +1 -1
EXP-SERV -1 +2 +2 +3 - - -2 -2 - -1
FEGDP +1 0 - - 0 -2 +1 +7 - -1
F-GOOD - -4 -4 0 0 -1 -1 0 - 0
P -SERV +5 +2 +2 +2 o +1 o +3 - 0
NV - - -5 -3 0 +1 0 +5 - 0
T -CONST +4 - - 0 +5 +3 - - -1

4|

Negative (positive) numbers mean that the turn in the series has occurred earlier (latter) than
in the reference series. Notice that in this example, the turns detected in the Italian GDP are

in agreement with those found in Altissimo et al. (1999) and in Fiorentini and Planas (2001)
using a dynamic factor approach.

Table 2.2 reports some descriptive statistics about the delays in the turning point occurrences.
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File:
Busy Output Table 2.2 : Anaiysis of turning point sequences with 1=
respect to the reference series : GDFP
Home Average Lag at| Median Lag at
El 1 - Bivariate w.r.t Reference Series| P | T | All | P T | All
statistics CAPAT-CON -1.67|1.25|0.00-2.00/0.00 |-0.50
w& CAPATINT  [-0.33)0.25|0.00]-0.50-0.50[-0.50
Tabls 22 - Tumin CAPAT-TNV -0.670.001-0.29]-1.00[-0.50/-1.00
Point Sequences CAPATTOT -0.67-0.33-0.50/-1.00[-0.50/-0.50
Tahle 23 : &nalysis of CAR -1.33]-1.001-1.17|-2.50/-1.50}-1.50
cycles CON-DUE. -1.67-0.67-1.17-3.00[-1.00]-1.00
CON-GOV -1.67}-3.001-2.33|-3.00/-5.00/-2.00
CON-HOTS 0.33]0.25|0.2%|-0.50/0.00|0.00 J
CCN-SERV -1.00-0.67|-0.80]-1.00[-3.00/-1.00
CPI 0.50(3.33|2.20|0.50|2.001.50
DEFPC 4.00 -4 50-1.67|4.00 |4 50-4 50
EXCH 0.00]1.25|0.71}-2.50/1.00}-1.00

EXP-GOOD -0.67]-0.501-0.57]-1.00/0.00 |-1.00
EXP-SERV 1.001}-0.33/0.33 |0.00-1.50/0.50
FEGDP LE7 067117 -1.00/0.50 |0.50
- 30CD F1.25-1.67-1.431-0.50-2.501- 1.00
P-SERV 2.00|2.00|2.00|2.00|1.00|2.00
It 1.00-1.67-0033-1.00]-2.50/0.00 _|L|

3

4| |

Finally, Table 2.3 reports statistics about the cycles in every series. The table is displayed on
next page. The average length of cycles spanning from peak to peak, spanning from trough to
trough and of phases spanning from peak to trough and from trough to peak are displayed. It
gives information about the symmetry in the cyclical dynamic. No srong asymmetry can be
seen in the cycle in the Italian GDP over the time period 1986-1 2000-2.

=1l
File:
Busy Olltpllt Table 2.3 : Analysiz of cycles with respect to =l

the reference series - FOP

Fhases and cycles average duration

Home

Table 1.1 ; Bivariate PtoTPto PTto PTto T
statistics Reference Series | 4.75 (10.00| 7.50 |11.50
w‘g CAPAT- COIT 2.00 13,67 5.33 |14.00
% CAPATINT | 6.00 |14.00] 8.00 |14.00
Point Sequences CAPAT-INY TE7(15.00]7.67 |14.67
Table 2.3 : Analysis of CAPATTOT 2.00 |15.00| £.00 |11.00
cycles CAR 11.50|16.00] 7.00 |19.00

CON-DUR 6.00 110.00/10.33|18.50
CON-GOV 7.67 [12.00{10.00|15.00
CON-HOTS 5.00112.50|12.33|16.67
CON-SERV 5.00 |16.00] 8.00 |15.50

CPI 11.50|17.0010.50|21.50
DEPC £.00 110.00] 5.00 |12.00 J
EXCH 9.67 |16.00| 5.33 |14.33

EXP-GoOD 733 |16.00) 5.00 |15.67
EXP-SEEV 9.00 |13.50] 8.67 |19.00

FEGDF 11.00119.00] 9.67 |19.50
IMEP-GOOD 5.00 {11,332 7.00 [12.50
IMP-SEEV 4.00 (10,33 7.50 |10.67 -
J o
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7 DYNAMIC FACTOR MODEL

This module gives access to the approach developed by Forni et al. (1999, 2000) that has
been detailed in Section 3. There are four main screens: specification, classification,
composition and turning point analysis. The first is presented below.

7.1 Specification

~Io|x|

Series Set Manager  Work-Sessions  Output Help  About  Dema

E) [taly ;I —COMN-SERY Attribute: Common Sample———————————
- CAPAI-COM —Sample Size—— —Frequency Classificatiorn First Obs 1-1986
; |?5 |4 |Not Clazsified LastObs:  2-2000
. E Frequency : 4
rFirst Obs—Last Obs—— [ Transformation————
T3 |3-2DDD BRI Sample Len: 58
I I # Series h8

Data | MBER-Type Dpnamic Factor Models |

| Clazzification Compositionl Turning F'ointAnaI_l,lsisl

I Check Propartion of [ #affache & ~MinVar Propartion——
Wariance Explained I F Z I I—D5
u EE;?DE?:WD?S Cross rStart at Eigen Yalus— Max Eigalz in Table—

& IMP-GOOD ;I I Check Ratia:
Cammaon Companent Y ariahce /

- Investment ;I Seiies Vananoe # Cross Comelatio
- Italy I 3

-~ GDP J I Check Cross Comelation
- P beet C C t
:E:EASEJHUF etvween Common Components LagBoun FhaseEoun
- IPI-METALS ™ Classify Series ’7| 1 ’7| 0
- |PI-CHEM
- |PI-MACH ) ) )
- IPIELEL ™ Estimate Carmman Campanett Smoothing Typi Smooth *in. Le # Frequencies
- IPLTEXT ﬁ Batlett 7| ﬁ 3"—‘ ﬂ 3—‘
- |PIHINYE
- |PI-CONS
-~ APHNTG ¥ Curent'w'S [ Selected Series @ Set to the Default @ Estimate ...
- CAPALTAT LI
|Current Work-Session : Ikaly F1 =Help |ReFerence Series 1 GDP

As can be seen, users can choose between six operations, none of them being exclusive, and
can tune eight options.

7.1.1 Check proportion of variance explained

If selected, BUSY produces a table that shows at every frequency considered the proportion
of variance explained by up to QMAX factors. Typically, the number of factors, say Q, is
selected so that between roughly 50% and 70% of the total variance is explained. The box
entitled Max. number of eigenvalues in table allows users to enter QMAX for the table
above. The default value QMAX=10. Users can also select the number of common factors in
the data set with using the box entitled # of Factors.
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7.1.2 Eigen values cross section plot.

If selected, BUSY produces a plot of all eigenvalues against the cross-section section
dimension. BUSY starts with computing NSTART eigenvalues of the spectral density matrix
evaluated on the subset of the NSTART first series. Then the cross section dimension is
increased to NSTART+1 and the NSTART eigenvalues are recomputed. And so on
increasing the cross section dimension one series by one until the full data set. A plot of the
NSTART eigen values against the cross section dimension is then produced - see Output-
Graph . If Q common factors are present into the data set, it is expected that Q eigenvalues
show an explosive behaviour.

The box entitled Start at eigenvalues enables users to enter NSTART.

See also FORNI M., M. HALLIN, LIPPI M. and L. REICHLIN (2000), “The Generalised
Dynamic Factor Model: Identification and Estimation”, Review of Economics and Statistics,
82, 4, 540-554.

Warning! If the number of series is large, then this operation can be time-consuming,
since the spectral density matrix would be evaluated N-NSTART times.

7.1.3 Check ratio common component variance over series variance

If selected, BUSY produces a table that displays for every series the ratio of the common
component variance over the series variance. Series that have a strong commonality with the
data set have a high ratio (close to 1), while series that are almost independent of the others
will have a low ratio. This last type of series is not very useful for the analysis of
commonality, so it is advised to discard them. That table is thus a help to the variable
selection. Notice that the ratios obviously depend on the number of common factors used in
the analysis: the higher the number of factors, the higher the ratios.

7.1.4 Check cross-correlations between common components

If selected, BUSY produces a table (Table 3.3) that displays for every series the cross-
correlations between its common component and the common component of the reference
series. If a series common component has small cross-correlations with the reference series
common component, and that the aim of the analysis is to describe and anticipate the
reference series, then it is advisable to discard such series from the analysis. That table thus
also helps in the variable selection.

The box entitled Max. number of cross-correlations enables users to enter the maximum
number of cross correlations to check.

40



If x,is the reference series and y,a series of the data set and if both are standardised, Table
3.3 displays the estimate of E[x,y, ], so high correlations at positive lags indicates a

leading behaviour of variable y, with respect to the reference variable.

Warning!!! BUSY imposes the constraints that the maximum number of cross-
correlations reported is less or equal to the number of frequencies where the spectral
density matrix is evaluated.

7.1.5 Classify series

If selected, all series are automatically classified as leading, coincident or lagging with
respect to the reference variable. The classification is operated by checking the slope of the
phase (or mean delay) of the cross-spectra between the common components of every series
and of the reference series. That slope is computed at the first frequency used in the spectral

density estimation as Z; (0)1 ) / 0, . The classification obeys to the rule:

e Leading series if Mean delay < -Lagbound
The series common components anticipate the reference series common
component by more than Lagbound periods.

o Lagging series if Mean delay > Lagbound
The series common component lags the reference series common component by
more than Lagbound periods.

e Coincident series if -Lagbound < Mean delay < Lagbound

7.1.6 Estimate common components
If selected, BUSY estimates the common components. There are two related options that are
mutually exclusive: either to enter the number of factor using
e Set number of factor
or specify a minimum proportion of variance that should be explained
e Set Min. Proportion of Variance to Explain
In this last case, BUSY automatically chooses the number of factors.

Notice that the common component of series that are in phase opposition with the reference
series (for example GDP and Unemployment) is reversed, i.e. multiplied by —1. A series is
classified in phase opposition if its cross-spectrum with the reference series is less than
PhaseBound at the O-frequency. The default value is 0: this amount to say that series are
classified in phase opposition when the sum of its cross-correlations with the reference series
at all leads and lags is negative.
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7.1.7 Other input parameters

Users have also the choice of selecting several options related to the estimation of the spectral
density matrix of the data set:

o The Type of smoothing window for spectral density estimates. The choice is between

Bartlett or Parzen window.

e The Smoothing Window Length i.e. the number of covariances used in calculating the

spectral density matrix.

e The Number of frequencies M in (0,m) where the spectral density matrix will be
evaluated. I If T is the time dimension of the data set, Forni et al. (2000) recommends
M = round(sqrt(T)/4). Notice that the total number of points in [0, 2rt] is 2M+1.

The dynamic factor model approach runs on the sub-sample that is common to all variables
of the data set.
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Output overview
Like for the NBER output, the results are visible either using Output - Show output on the

menu bar or opening the BUSY.HTM file in Excel. The following tables are displayed.

Table 3.1 shows the proportion of variance explained at the different frequencies considered.
The spectral density matrix is here evaluated at M=5 frequencies in (0,m) and 2 common
factors are used.

ol
File

Busy Olltpllt Table 3.1 : Proportion of Power =l

tEigen value # Frequency

Home . 2+ 3+ 4+ 5

Tablo L1  Biveis O | ZP | apiny | apim | 21 | 2pim1

statistics 1 0340 | 0500 | 0426 | 0449 | 0.412 | 0454

Tahie 2.1 : Tuming 2 0618 | 0.685 | 0.561 | 0.669 | 0.628 | 0.667

oint endlysis 3 0772 | 0.7%0 | 0.675 | 0.757 | 0.730 | 0.761

Tahle 22 : Turning

Point Sequences 4 0830 | 0.865 | 0769 | 0823 | 0795 | 0.334

Table 23 Analysis of 5 0877 | 0508 | 0.831 | 0.868 | 0.84% | 0.875

cyeles 6 0920 | 0938 | 0878 | 0.906 | 0.886 | 0.906

Table 3. : Froportion 7 0949 | 0957 | 0911 | 0933 | 0.914 | 0.929

of power explained

—— g 0966 | 0.971 | 0.940 | 0.950 | 0.937 | 0.946

vitiatices

Table 3.3 : Correlations J
Table 3.4 : Series Tahle 3.2 : Eatio common
Behavior COMIE CNENt VArlance over series
Hhber Inpuat Paratns variance
Diynfact Input Params Serie I Ratio
erie I{ame Value
GDP 0.923

CAPAT-CON 0.788
CAPAT-INT 0.750
CAPAT-INV 0.710
CAPAT-TOT 0.852
CAR 0.345
CON-DUR 0.652

CON-GOV 0412 =
4« | 3

Table 3.2 displayed on next page shows the ratio common component variance over series.
The scroll-bar must be used for a full display. It can be seen on that screen that capacity
utilisation in industry series have a strong commonality with the data set. On the other hand,
Car Registration, Bank Deposits and Exports of Services are almost idiosyncratic. These
variable can be removed from the analysis.
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-'—-?Busy Output |0 x
1=

File:

=]
BllSy Olltpllt Tahle 3.2 : Ratio common

commponent variance over series

Home vatiance

Tablel.] : Bivariate

statistics Serie Name Ratio
Tabls 2.1 : Turming Value
point analysis GLP 0,923
Table 2.2 : Tuming CAPAT-COI 0.788
Point Bequences CADPAT-TNT 0.750
2;231;2.3 : Analysiz of CAPALTNY 0.710
Table 31 : Proportion CAPAL-TOT 0.852
of povrer explained CAT. 0.345
Tahle 32 : Ratio CON-DUJE. 0.652
vatiances
m: Correlations CON-GOV 0412
Table 34 Series CON-HOUS 0.802 J
Behavior CON-SEEV 0.527
Whet Input Params CPI 0.438
Dynfact Input Params DEPC 0.278
EXCH 0.513
EXP-GOOD 0.650
EXP-SEEV 0.171
FEGDP 0.645
P -GO0D 0.828
InP-SERW 0.400
MW 0.291
I -CONET 0.718
I -RIETAT 0.818 -
4] | _’l_l

Table 3.3 in next page shows the cross-correlations between the common component of the
series and the common part of the reference series. High cross-correlation at positive
(negative) lag is an evidence of a leading (lagging) behaviour with respect to the reference
series. It is seen that most of series has a behaviour that is coincident with GDP, with the
highest correlation occurring contemporaneously. Government consumption, CON-GOV, is
in phase opposition, as most of the cross-correlations are negative. It is lagging GDP, like the
consumer price index (CPI), the import of services (IMP-SERV), and the investment in
construction industry (INV-CONST). Finally, the Export of Services (EXP-SERV), Industrial
Production Index for Chemistry (IPI-CHEM), for Consumption Goods (IPI-CONS) and for
electrical goods sectors (IPI-ELEC) are slightly leading GDP although EXP-SERV has
opposite fluctuations.
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File:
Busy Output Table 3.3 : Correlation between common parts of series and reference series 1=
Serie Name (*)Lags
Home 4 3 2 1 0 1 2 3 4
Table | | - Bivariate GDP 0.069 | 0.254 | 0516 | 0792 | 1.000 | 0.792 | 0.516 | 0.254 | 0.069
statistics CAPAT-CON | -0.013 | 0.137 | 0.402 | 0714 | 0960 | 0.775 | 0.513 | 0.266 | 0.039
Tabls 2.1 Tuming CAPALTINT 0171 | -0.104 | 0128 | 0472 | 0795 | 0726 | 0.521 | 0.298 | 0.129
point analysis
Table 22 - Toemin CAPAT-TNY | -0.003 | 0.100 | 0.281 | 0.511 | 0.742 | 0.665 | 0.513 | 0.343 | 0.208
Foint Sequences CAPAT-TOT | -0.094 | 0.010 | 0.250 | 0.571 | 0.863 | 0.755 | 0.53% | 0.310 | 0.147
Table 23 Analysis of CAR 0.046 | 0.100 | 0.249 | 0463 | 0653 | 0.533 | 0.310 | 0.086 | -0.052
?::%31 eoortion CON-DUR 0125 | 0.278 | 0479 | 0.680 | 0.820 | 0622 | 0.369 | 0.128 | -0.038
B ——— CON-GOV -0.002 | -0.071 | -0.120 | -0.128 | -0.073 | 0.022 | 0.063 | D.060 | 0.048
Tabls 33 Ratio CON-HOUS 0.0%4 | 0269 | 0499 | 0728 | 0.892 | 0,698 | 0442 | 0.186 | -0.007
variances CON-SERV 0.034 | 0.205 | 0443 | 0.696 | 0917 | 0781 | 0.568 | 0.318 | 0.0%1
Tahle 33 : Correlations CPI 0221 | 0339 | 0378 | 0.306 | 0.087 | -0.123 | -0.209 | -0.209 | -0.169
W DEPO 0027 | -0.283 | -0.581 | -0.805 | 0.870 | -0.575 | -0.283 | -0.053 | 0.070
Abes It Farams EXCH 0154 | -0.319 | -0.447 | -0474 | -0.422 | -0.233 | -0.087 | 0009 | 0.070
Dynfact Inprt Params EXP-GOOD | -0.151 | -0.087 | 0.094 | 0.345 | 0.577 | 0.538 | 0427 | 0207 | 0.185
EXP-SERV 0.029 | 0.069 | 0.093 | 0.026 | -0.208 | -0.399 | 0402 | -0.254 | -0.076
FRGDP 0141 | 0342 | 0589 | 0.824 | 0977 | 0739 | 0460 | 0209 | 0.041
IMP-GOCD 0032 | 0148 | 0434 | 0.742 | 0971 | 0774 | 0493 | 0217 | 0.020 J
IMP-SERV 0.249 | 0452 | 0575 | 0.531 | 0.294 | -0.029 | -0.165 | -0.162 | -0.112
7V 0167 | 0014 | 0313 | 0643 | 0895 | 0735 | 0451 | 0158 | -0.038
INV-CONST | 0.347 | 0.503 | 0584 | 0.556 | 0404 | 0.117 | -0.066 | -0.142 | -0.136
INV-METAL | 0.113 | 0.320 | 0.575 | 0.806 | 0955 | 0.716 | 0431 | 0.173 | -0.001
IMV-OTH 0368 | 0543 | 0631 | 0.60% | 0.508 | 0.271 | 0122 | 0.034 | -0.013
IMV-TOT 0233 | 0455 | 0673 | 0.821 | 0.851 | 0.551 | 0.271 | 0.061 | -0.055
ITV-TRANSP | 0.186 | 0446 | 0.712 | 0.891 | 0924 | 0.588 | 0.276 | 0.051 | -0.062
IPI-CHEM 0217 | -0.220 | -0.058 | 0.243 | 0582 | 0.604 | 0435 | 0221 | 0.073
IPI-CONS 0302 | -0.343 | -0.230 | 0.018 | 0.313 | 0.408 | 0321 | 0.177 | 0.067
IPI-ELEC 0266 | -0.267 | -0.114 | 0.158 | 0445 | 0472 | 0344 | 0184

4

OI.079

.

A good practice is to isolate the series that are mostly idiosyncratic and those that are not

much correlated with the common part of GDP and to restart the analysis with these series

excluded.

Notice that BUSY has proceeded to an automatic classification of the series: the yellow series

are those found coincident with GDP, the red the leading ones and the green for the lagging

ones.

45




=1of x|

E Busy
Series Set Manager  Work-Sessions  Output  Help  About  Demo
;l —COM-SERY Attribute: Common Sample———————
—Sample Size— Frequency —Clazsification Firzt Obs 1-1986
|78 |4 [Mot Classified LastObs:  2-2000
) i Frequency: 4
First Obs— - Last Obs—— [ Transformation————
|1-1982 |3-2DDD BRI Sample Len: 58
I # Series h8

Data I MBER-Type Dynamic Factor Models |

Specification | Classification Compositionl Turning PointAnaI_l,lsis'

¥ Check Prapartion of &+ % of Factors M M Fhamaaiive ——

Vanance Explained |2 Z] I g

I™" Eigen Yalues Cross —Start at Eigen Walus—— —Max Eigals in Table—

Section Plot IW_@ IS_@

¥ Check Ratio :

Camman Component Yariance / % Diaes Catilia
Senes Vanance |4|—

[V Check Cross Comelation
bet C o 1
etween Common Components "LagBoun "F‘haseB o
| 1

| 0

V' Classify Series

¥ Estimate Comman Component Smoothing Typ Smooth Win. Lel 1 Frequencies
’]Bartlett j ’7| 5"—‘ ’7| 5—‘

@ Set to the Diefault @ Estimate ...

ﬂ [V Curent'w'S [~ Selected Series

I E| Itly

=ho

|Current Work-Session : Ikaly F1 = Help |ReFerence Series : GDP

The classification of every series is also reported in Table 3.4, together with the series in
phase opposition. Within the work session, the series found in phase opposition are displayed
with a * besides their names. We reproduce Table 3.4 on the next two pages in order to show

the type of results that one can expect.
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File:
Busy Output Tahle 3.4 Series |
behavior with respect
Home te reference senes

Tahle 1.1 : Bivariate
statistics

Table 2.1 : Turning
point analysis

Table 22 : Turning
Point Sequences
Tahle 25 : Analysis of
cycles

Table 31 : Proportion
of power explained
Tahle 32 : Ratin
watiatices

Tahle 33 : Correlations
Table 34 Seties
Behaviot

Hber Input Params
Diyrnfact Ingut Paratns

4|

Phase Opposition

CON-GOV

DEFO

EXCH

EXP-SEEV

IPI-TEXT

TUEM-COINS

UITEME

Leading Series

EXP-GOOD

EXP-SEEV

IPI-CHEM

IPI-CONS

IPI-ELEC

IPI-INTG

IPI-WMANTUF

IPI-METALS

NEWOED

TURMN-ID

UEI-IITT

UEGDP

Coincident Series

CAPAT-CON

CAPAT-INT

CAPAT-IMV

CAPAT-TOT

CAR

CON-DUR

CON-HOTS

CON-SERV

FEGDP

IMP-GOOD
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Busy Output AT
Home O9V-TOT
Tahle 1.1 : Bivariate IW-TRANSP
statistics TPI-ENEE.
Table 2.1 : Turning TPI-INVE
point analysis TPLIACH
Tahle 2.2 : Turning
Point Sequences LAB-EXTEATIME
Tahle 23 - Analysis of LAB-TND
cysles ORDERS
Table 31 : Proportion oI
of power explained
Table 3.2 Ratio FPI-INT
Fatiances FRCDTY
Tahle 3.3 : Carrelations PEODTY-SALES
Table 34: Beties RET-IND
E:;ﬁ prut Params TURN-CONS
Diynfact Input Params TURN-INV
USGELP
WADD-SERY
VADIND
WADIND-EXCONS
Lagging Series
CON-GOWV
CPI
DEPD
EXCH
InP-SERW
IV -CONET
INYV-OTH
IPI-TEXT
LAB-ZERW J
PPI-CONE
PPI-IMTW
EET-SEER
SHORT
THENE

4|
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7.2 Classification
The classification that is obtained automatically can be modified using the panel
Classification that is reproduced below.

Eusy 1ol x|
Series Set Manager  Work-Sessions  Output Help  About  Dema
E|> taly ;I —COM-SERY Attribute Common Sample————————
L —Sample Size— - Frequency —LClazsification First Obs - 1-1986
[75 J4 [Not Classified LastObs:  2-2000
) i Frequency : 4
rFirst Obs—Last Obs—— [ Transformation————
|1 9 |3-2DDD BRI Sample Len: 58
I # Series L

Data | MBER-Type Dpnamic Factor Models |

Specification  Classification I Eompositionl Turning Point Analysis

Concident: | Leading | Lagging |

Mt Classified —Coincident

CON-GOW
— CFl
DEFO®
EsCH®
IMP-SERY
INY-CONST
INY-OTH
> IFI-TEXT"
LAB-SERY
PPI-CONS
PRI
RET-SER
SHORT
UMEMP*

<

I

|Current Work-Session : Ikaly Fl =Help |Reference Series : GDP
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7.3  Composition

The panel Composition enables users to build leading, lagging and coincident indices by
aggregating the series previously classified. The Export facility allows the saving of the
compsite indices.

E Busy Ol x|
Series Sek Manager  Work-Sessions  Output  Help  About  Demo
E} [taly ;I —COM-SERW Attribute Common Sample————————
- CAPAI-CON —Sample Size——— ~Frequency —Clazsification First Obs 1-1986
- CAPANT |?5 |4 |Not Clagsified LastObs:  2-2000
- CAPAL-INY FremEmEy: O
- Capal-TaT rFirst Obs—Last Obs—— [ Transformation————— Sl L i . &g
B CAR 1138z [-2000 [BRLX S DIl
- CON-DUR # Series 58
[+
[+ COMN-HOUS Data | WBER-Type Dynamic Factor Modsls |
- COM-SERY L
B Specification  Classification I Compositionl Turning Point Analyzis
- t | Leading | Lagging |
Eg: ~Not Classified Coincident
M- CON-GOW
= FREDP — Cr
& = GOP DEPO*
& IMP-GDOD Ex<CH~
- IMP-SERY
A i’ | INV-CONS T
B INW-OTH
- INW-METAL Ll IFI-TEXT
- L&B-SERY
- IMNY-TOT < | FFI-COMNS
- INY-TRANSP PFI-IMY
[ RET-SER
<< |
[ SHORT
- UMEMP*
- IPI-EMER
[ LI
I =) Italy ﬂ
R vt 31 =] =
|Current Work-Session : Ikaly Fl =Help |Reference Series : GDP
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7.4 Turning point analysis
A turning point analysis can be run on the common part of the series and on the composite
indices using the panel Turning Point Analysis. It is still the Bry and Boschan procedure, like

for NBER-type of analysis, apart that here it is run on the series cleaned on idiosyncratic
movements.

E Busy i ]
Series Set Manager  Work-Sessions  Output Help  About  Dema
E|> taly ;I r~Lagaing Attribute Common Sample———————
- CAPAI-COM —Sample Size—— —Frequency Classificatiorn First Obs 1-1986
CARAHNT |58 J4 [Lagaing LastObs:  2-2000
CRARAHIY Frequency : 4
CAPAI-TOT rFirst Obs—Last Obs—— [ Transformation———— i :
CAR |1'1 T |2-2DDD IX Sample Len: 58
Caincident # Series L
COM-DUR
_ Data | MBER-Type Dpnamic Factor Models |
COM-HOUS

COM-SERY Specification I Classification | Composition  Tuining Point Analyzis

—Bry-Boschan Parameter
Minimum Cypcle Length © First Cycle Estimation ;
= E  Pd foows =

FRGDF

Minirum Phase Length Length of Search Interval :
= GDFP
IMP-GOOD I3 ] I3 B4
M Std. Dew. in Dutlier Correction :
INY-CONST [250 &
IMV-METAL

@ Set to the Default

INY-TOT [¥ Fit Spencer Curve B Dating Fun .
INV-TRANSP

;I v Current 'S

- Selected Senies
I = Italy ﬂ r

R el 1= =

|Current Work-Session : Ikaly F1 =Help |ReFerence Series 1 GDP

51



8 GRAPHICS

Graphics are accessible via Output-Graph or Ctrl-G.

Series Set Manager  Work-Sessions | Qukput Help  About  Demo
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Sample Len: B8
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Specificationl Clagsification | Composition  Turning Point Analysis I

Brp-Boschan Parameter
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E ]
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E ] E 2]

Std. Dev. in Outlier Correction ©

|3. 50 2]
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|2u8 Mas =l
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I@ Set to the Default

@ Drating Bun ...

¥ Current WS

I E| Itly

=ho

I~ Selected Series
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|Current Work-Session : Ikaly

F1 = Help |ReFerence Series : GDP
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Double clicking on a series produce the graphs.

ElGraph - [Graph] 1Ol =l
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F1 Close Save Print Optiots '@

Uze right-mousze button for graph options.

The Window menu on the upper-left corner allows users to organise the graphics according
to:

e New Window creates a new frame for the graphics

o Tile creates a new window for every plot

e Cascade overwrites current plot
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For every graphics, several facilities are offered via the mouse right-button as in:

i
= Window -5 =l
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Uze right-mousze button for graph options.
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¥ocale ...

Add produces overlays. Care! the sample dates are not necessarily the same.

Add on Common Sample produces overlays over the sample that is common to the
two series. An example is displayed on next page.

Remove allows to delete plots in overlay

Lines options gives control on the design of points, on line type, on color and on line
width.

Title editor gives the possibility to edit the graph title.

Dates on axis makes the X-axis labeled in sample dates instead of number of
observations.

Show legend produces a label for the plot.

Font controls the text in title and legend

3D produces a 3 dimension plot.

X-axis and Y-axis give control on the minimum and maximum value of each axis.
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The option Add on common sample enables users to overlay plots.

E]Graph - [Graph]

T Window
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Uze right-mousze button for graph options.
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fL LClose |

Save

Print Optionz '@

Zooming is possible by clicking on a graph and drawing a box with the mouse right-button

held pressed.

As can be seen on the bottom line of the screen above, two functionalities are offered: Save

and Print. The number of graphs printed on every page can be set using Options. Graphic

files can be saved either in the Window Meta Type format (wmf) or in a bitmap (bmp)

format.
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9 EXPORT SERIES AND TURNING POINTS DATES

All series available in the current work session including those computed by BUSY such as
transformed series, cross-correlations, cross-coherence, common component can be exported
in Excel files. First the series for which the export is wished must be highlighted. Then
pressing the right mouse-button yields:

E Busy Ol x|
Series Set Manager  Work-Sessions  Output  Help  8bout  Demo
= Woark-Sessions - CaAPAl-CON Attribute Common Sample————————
E|> Ital ’7—Sample Size—— | Frequency —Classification First Obs 1-1986
[ : |59 |4 |Eoincident LastObs:  2-2000
) i Frequency: 4
- First Obs——Last Obs—— [ Transformation————— Serallall =
CAF ample Len :
Export as Seats-Trama Farmat 1-1986 3-2000 BEL:
CAF i I I I # Series 58
- Coit Export Turning Point
- COf . i
- Wiew Selected Trans. Summary iz | NBER-Type Dynamic Factor Models |
.cop Wiew Transformation Surnmary Specification | Clazsification Compositionl Turring Paint Analysis |
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- V' Classify Series I ! I o
INW-TOT
OV V¥ Estimate Common Component Smoothing Typi Smooth *in. Le # Frequencies
. ’7| Batlett x| ’7| 5"—‘ ’7| 5—‘
I = Italy i’ ¥ Current'wS [~ Selected Series I3 Set to the Default B Estimate ..
i eno =
|Current Work-Session : Ikaly F1 =Help |ReFerence Series 1 GDP

whereby the export facility is proposed. If only one series is highlighted, then all entry in the
series folder are saved in a Txt or Excel file such as the one displayed on next page.

Turning points dates can also be exported in a text file simply by pressing the mouse right
taste to to select the option Export Turning Points.
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‘Cormman Component |

-0 05014
-0.40314]
-0.42974]
02837
02276
027114
033
-0.35294|
-0.21452]
0051144
0.378247|
0624368
081513
0.929781
1.01858
1.060847
0943817
063793
0177563
-0.29438|
-0.48542
028773
02278
0 837067 |
1.204626
1.106358
0 544581
-0.34963
-1.27815
-1 55285
237367
-2.15135)
- A2

M

. | N

K|

1 o e s s ] s s s i | o WOV o

If instead a group of series is highlighted, then only one entry in all the series folder is saved:
that is, either transformed series, or common component, or etc... When pressing Export
series, users are asked to choose which entry is to be saved in a screen the one displayed in

next page.
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Choosing Common Component, the following Txt or Excel file is created:
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icrosoft Excel - test3006 == =l

i
];ﬂ Fle Edt Wiew Insett Format Tools Data Window Help =12 zjl

D= ¥ e®|x a8l iline 8| - g
|| Aria s B ZoU| H |2 %, WS
Al = =| Date
A T 8 [ ¢ [ o | E [ F T & [ H [ 1 [ 4 T kK [ L T M [ N [ o [ 3
1 |Date CAPAICO CAPAKINT CAPALINY CAPALTO CON-DUR CON-GOY CON-HOU CON-SER'CPI ~ DEPO ENER-COIEMNER-PR(ENER-TPFEXCH EX=|
[E2] Jan-eb -0.09014 -0.13457 -0.00952 -0.11402 -0.45439) 0F25075 043934 026768 07994 0268877 -011057 -018228 025623 005875 0
5|  Feb-f5| -0.40314| -0.40508| -0.30986| -0.42217| -0.41512| 0.237088) 029577 -0.08525) 0.565062 011462 -0.39612 -0.39605 -0.04983| 0150706/
(4 | MarBb -D.42974) -0.45327| -0.45251 047732 -0.23179) 020731 -0.13848 0023531 0097339 -0.44227 043917 -0.25134 0.040564 0375994 L
Lk Apr8B -0.2937 -0.45008 -0.59541 -0.44985 0.044751 -035282 0071219 015113 0190176 -0.37754 ) -0.39443 015609 0.13762) 0504122 [
6| Jand7| -0.2276| 030752 0.4B627| -03244) 0.016084) -03358| 0016569 0.052963| 0024036 -0.2995| 029149 0.12267| 0.094095 0.31807) L
(7 | Feb87 027114 -0.26612| -0.42671) -0.30765 -0.08914) 034437 -0.08381 002136 -0.11114 -030792) 029319 -0.17354 0027827 0.18559
(8 | MarB7 03386 -025893) -0.42012 032394 -0.15568 042217 014018 -0.06802 -029574 -0.35133 -0.328 023863 -0.07394 0.090796 -C
=5 Apr-87 -0.35294) 023107 -0.38865 -0.30717 -0.106807 -0.55606) 010396 -0.06764 -054083 -0.45805 -033642 -0.26407 -0.20739 0.005604) -C
10 Jan-08 -0.21492 007583 -0.23767 014779 0.034225 -0.69703 0037344 004123 -085635 -0.44212 -0.20467 -0.16804) -0.33082 -0.13684 -C
11|  Feb-83 0081144 0232365 0085715 0178899 03302592 069159 0188306 -0.039599 -110918 024888 008722 0.036652 -0.39556) -0.38026 0
Mar-88 0376247 0.567145) 0471246 0524566 0439115 060021 0228361 0106806 -119358 0047278 038403 021104 04198 -0.63943 0.
Apr-88 0624355 (.853614) 0.8934266 0.83381 0415285 -0.18535 0197214 -0.15634) -1.10044 0.35108 0.669228 0351873 -0.37483 -0.95612) 0.
Jan-83 081513 1.0842068 1101638 1.072732 0331514 0184417 0185002 -0.09997 -081142 0612325 0898531 0487801 -0.23654) -1.0543 1
Feb-89 D.929781 1.186862  1.213504| 1.189287 0266428 0529937 0266524 0099269 -0.35826 0790604 1.043668 0.605172 -0.04762 -0.90953 1.
Mar-83  1.01898 1.180299) 1.191123 1.213962 0332912 0764248 0474866 0.429523 01358794 0895093 1143314 0772853 0.176243 -0.51405 1.
Apr8S 1050847 1.04705| 1068471 1.133137| 0472932 0.901181) 0705447 0709423 0505425 0960507 1170928 092654 0.402468 -0.00868 1.
Jan-20 0.943317 0738731 0.836672 0.877195 0498083 0953293 0740372 076345 1.013082 0956126 1.012933 0.904792) 0.661629 0417221

Feb-80 D.B37936 0.313548) 0.50817) 0.473959 0312219 0989032 0505584 0.567186 1.258354 0809945 0654324 0.662856 0.585024 0.632656
Mar-80 0177563 -0.13492) 0123795 -0.00348 -0.11075| 0.576785 0.03%286 0218546 1.342697 0.498943) 0142693 0.220712) 0.544455 0525951
Apr20  -0.29435 0479 -0.275520 042394 -0.58654 0680706 -0.39304 0002028 1.310845 0046456 037727 025889 04418 0.467539
Jan-91 -0.48542 051179 -0.52965 -0.54288 -07519%5 0.390559 -0.42324 018365 1.179163 -0.36914 05986 -0.44527 0.387618 0.4297:58
Feb-81 -0.25773 -0.25108) -0.56901 -0.32489 -0.47637  0.101909 0058342 0775208 1.064563 -0.57109 -042052 -0.21903 0.42594 0.63005
Mar-21 02278 0143172 -0.40935) 0106826 0.257401 -0.11818) 0929361 1.5556584) 1009583 046055 0.077107 0.344913) 0.574142) 1.062011
Apr-81 DB37067| 0463025 -0.11072) 0547141 1169563 -0.19733) 1801895 2105847 0980843 -0.05356 0672495 1002895 0587221 1.528353
Jan82 1204626 0.481685 0.16959 0720706 1835289 -0.11896 2208423 2051769 093649 0453969 1.029775 1.386516| 0.550276 1.766792
Feb-92 1.106353 0.140372) 0.2893508| 0.488203 1925432 0.053518 1.879135 1.283679 0805837 0837496 0.93494 1.264008 0.371201 1.590855
Mar-92 0544651 -0.428458) 0200355 -0.0465 1359745 0230754 0872776 0016574 055446 0920056 0404138 0B45255 0095782 0993113
Apr82 -0.34963) -1.06597 -0.11418 077608 0283641 0315807 05116 -1.34663 0.222562 0619327 -0.43313 -0.29613 -0.20454 0.165335
Jan-93 -1.27815 -1.66621 -0.50497 -1.44866) -D.89791) 01938060 17732 -2.3316856) -01637 0.000Z226 -1.29231 -1.232) 043153 -0.50622
Feb-93 -195295 -1.75504) -1.0885 -1.86232 -179136 -012464 -252508 -267788 -053844 -0.72688 -1.90274 -1.87099 -054468 -1.04102
Mar83 -2.27357 170234 -1.47157 ) -1.98204) 218003 060396 -2 62763 -2.38326 -0.88503 -1.40021 -219047 -213355 -0.61897 -1.11865
Apr-23 -2 15135 -1.38831) -1.63169) -1.76206) -1.94481 -1.16046) 210186 -1.64007 -1.27407 -1 83159 -2.07396 -1.98307 ) -0.7036 -0.93260
- -1.4 ]

34 Jan-84 -1 BEBS
[CEEREIET tE§t30IJE PO A

Ready |1 |

o]0 5 I 5 o s s s ] ] e . o ] s . SELUTB I

We can read the common components that have been computed for all series.
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10 VISUALISING THE OUTPUT AND GRAPHICS OF SEVERAL WORK

SESSIONS

This facility allows to read contemporaneously the output files of different work session and

to overlay graphs of elements of different work sessions. This is particularly useful as it

allows user to check the effect of different parameter choices or the results obtained with

different data vintage. In order to activate this option when for instance two work sessions are
opened, it is enough to highlight the one that is not active and to press Ctrl-F4 before
opening the output or graphics files. The screen will be like in:

EBusy -lolx|
Series Set Manager  Work-Sessions  Output  Help  About
i a | [TGDP Attribute: Common Sample——————————
—Sample Size— - Frequency —Clazsification First Obz 1-1986
|78 |4 [Mot Classified LastObs:  2-2000
CRRAHCTY Frequency: 4
CAPAIHMT rFirst Obs—Last Obs—— [ Transformation——— S i 58
CAPAHHNY D=
1-1982 3-2000 BEL%
I I I H# Series 59

-- Business surveys

¥ onzumption

mploypment and hours

oreign Trade

ouzing starts and building permits
rventories

(- Investment

E| Italy

GDP
- IPLMANIIF

] 3 I

Data | WBER-Type Dynamic Factor Models |

Specification | Claszification Eompositionl Turning F'ointAnaIysisl

¥ Check Prapartion of
Wanance Explained

| Eigen Walues Crozs
Section Plot

¥ Check Ratio :
Common Component Y aniance /
Series Variance

[V Check Cross Comelation
between Common Components

V' Classify Series

¥ Estimate Comman Cornporent

A ofFasias

F

£+ ~Minar Proportion——

—

—Start at Eigen Walue——

hax Eigtalz in Table—

fo bd

-1

1 Cross Corelatio
| 4

LagBound— [ PhaseBound—
Smoothing Typ Smooth YWin. Lel # Frequencies
’7| Bartlett ﬂ ’7| 5"—‘ ’7| 5—‘

¥ Curent'wS [~ Selected Series

@ Set to the Default

@ Estimate ...

Current Work-Session : Test

F1 =Help |ReFerence Series 1 GDP

60




The menu Output — Ouput Files will then display:

=2 Busy Dutput =10] =
i
File  Window
5 [~
Busy Output Tahle 3.4 - Series Il Busy Output
for work- behavior with respect for work- Tahle 3.4 - Series
Session : lz;refer;nce se.r?es Session : Test behavior with respect
ase Opposition to reference senes
Start
CON-GOV Home Phase Opposition
DEFO Table 3.1 : Proportion of CON-GOV
;I:;T: 3.1 : Propottion EACH et explaned DEPO
A1 Bati
of power explained EXP-SERV 1:2;;3 ;325. Batio EXCH
3;7:2;;?35: Eatio RET_:;E['? Tahle 3.3 : Correlations EXP-SERV
: Table 3.4 : Seties PI-FOCD
Table 3.3 Cmirelatwns Leading Series J Behavior EET-SEE
W EXFP-SEEV Hber Input Params TTHERE
Hher Input Params UEGDP Dienfactlnput Params Leading Series
Dynfact lnput Params Coincident Series EXT-SERV
CAPAT-CON IPI-COIS
CAPAT-INT TPI-TEXT
CAPATTITV _»ILI UEGDP | |
] -
« | LI_I

Similarly, the graphics will make available all entries in both work sessions:

ST=
= indow =181 x|
[#- Test =
E‘m GDP: Commaon Companent
5 WS Test (green) ws. WS Start (red)
A o S o

S h [ i IREREERr bt il S i e piih R i
¥ FRGDP i i i i i i i i i
El- GDP : : : : : : : : :
Log Original Series , , , , , , , , ,
BKLX : trarsformed Se = CTT T P FREEEE SR T co D P VT
Centered + Standardize | | . . . | | | |
FTF BK Filter E E E E E E E E E
- Common Cormponent E E : : 4 : E E E E
IMP-GO0O0 -3 t t t t t = t t t t t
T = _‘;I 1-1986 2-1957 3-19858 4-15889 1-1991 2-1992 31993 4-1994 1-1996 2-1997 3-1995 4-1999
1] i »

l-'L Lloge |

Save Brint Ophionz @

Usze right-mouse button for graph options.
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