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Engagement Overview

VMware engaged SMP to deliver an End-User Computing (EUC)
reference study to evaluate, test, validate, and document VMware
EUC technology solutions that provide their customers with a
robust platform for EUC strategies. VMware has engaged SMP,
pursuing experienced EUC subject matter experts to recommend
how to protect App Volumes with regard to Business Continuity
and Disaster Recovery Plans. SMP will also document how these
solutions can help VMware’s customers understand the benefits
of protecting layering applications in a virtualized desktop
infrastructure.

App Volumes Summary

VMware App Volumes provides real-time application delivery
with lifecycle management. IT can use App Volumes to instantly
deliver applications and data to users without compromising
the user experience. Infrastructure and management costs

are reduced by utilizing managed volumes. Unlike traditional
application management solutions, App Volumes allows IT to
deliver a desktop with no trade-off between user experience
and costs. App Volumes allows IT to deliver applications and
data to users or desktops in seconds, and at scale. Applications
are stored in shared, read-only virtual disks that instantly attach
to desktops by users, groups, or devices. These applications
perform like natively installed applications for end-users
providing a seamless desktop experience.

When App Volumes is installed on a desktop, the desktop

is assigned applications from the App Volumes Manager. IT
creates application stacks that are stored in shared volumes
across virtual disks. With the click of a button, the App Volumes
Manager delivers these application stacks to the desktop, or to
the user or group they choose.

Update immediately, _

or next login. @
i

Logically manage appllcutionsf =
based on line of business _
requirements. 3

For end-users, applications delivered by App Volumes appear
and perform as if they are natively installed. Applications
seamlessly follow end-users across sessions and devices.
Data can also optionally follow that end- user as well. IT can
update, or replace applications in real time and IT can remove
any assigned application in seconds. App Volumes is tightly
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integrated with VMware’s hypervisor / virtual infrastructure

and the storage that the virtual disks span. This ensures that
customers can easily scale out this solution to support end-users
at scale.

App Volumes Business Continuity and Disaster
Recovery (BCDR) Summary

Business continuity planning for App Volumes includes multiple
App Volumes Manager servers using a shared database and App
Volumes replicated storage groups. Disaster recovery planning
for App Volumes includes multiple App Volumes environments
using a replicated database and datastore replication for
datastores containing App Volumes AppStacks. It is possible
to leverage both business continuity and disaster recovery
configurations together to form a resilient and highly available
App Volumes environment; however this joint configuration

is not necessary to operate in an environment where disaster
recovery is desired apart from business continuity or vice versa.

The purpose of this document is not to illustrate database or
datastore replication technologies, and therefore these topics
will be relegated to whichever methodology or mechanism

is presently in use within the environment. This document
will focus on the initial configuration of each App Volumes
environment, and the methods used in each scenario.
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SMP App Volumes Environment for Business Continuity Testing

The SMP environment for business continuity testing consisted of two (2), F5 load balanced VMware App Volumes 2.6 Manager servers
leveraging a shared Microsoft SQL 2012 database in an AlwaysOn availability group. The AlwaysOn configuration within Microsoft SQL 2012
ensures availability of database resources, further reducing potential single points of failure within the business continuity configuration of
VMware App Volumes. The F5 load balancing was configured

to balance traffic based on least number of connections, and included basic HTTP health monitoring for each of the App Volumes Manager
servers. The App Volumes Managers were configured to communicate with vCenter for attaching App Volumes AppStacks to virtual
machines used in conjunction with VMware Horizon View. Configured in this fashion, the App Volumes Managers can sustain a failure, and
the subsequent management traffic will continue to function in a normal manner. Previously attached App Volumes AppStacks will remain,
as they are not dependent on the App Volumes Management servers after assigned attachments have completed.

o

Load
Balancer

SC-Appiolumes0l S0L Database

vCenter

Business Continuity Installation Steps

During the course of validating the App Volumes business continuity plan detailed above, the following actions were taken to install the
App Volumes environment.

1. Business Continuity Pre-Configuration

a. Determined names and IP addresses of two (2) App Volumes Manager servers and one (1) load balanced namespace. This
encompassed three (3) IP addresses

b. Created a DNS entry for the load balanced namespace
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c.  Two (2) Windows Server 2012 r2 virtual machines were deployed to act as App Volumes Manager servers and added to the

domain. For future reference, in the illustration below, SC-AppVolumesO1 and SC-AppVolumes03 were paired together as a BCP
pair which was ultimately given a load balanced namespace, monitored and controlled by an F5 Local Traffic Manager,

B 5 SC-VC-INFO1.smp-demo.com
=l |37 Mt Marcy Datacenter
= [ EuC
= Eﬂ’? AppVolumes BCP/DR
3 SC-AppVolumes01
3 SC-AppVolumes(3
[f3 sc-dbao-01

d. The .NET Framework 3.5 feature was added to each Windows Server 2012 r2 virtual machine
ROLES AND FEATURES

All rolzc and features | 20 total :TZST(S_ _:

Filter el (El= (H > >

Server Name Name

ype Path

SC-APPVOLUME...

NET Framework 3.5 {indludes NET 20 and 3.0) Feature .NET Framework 3.5 Features\ NET Framework 3.5 {includes .NET 2.0 and 3.0)
SC-APPVOLUME.., MET Framework 3.5 Features

Feature .NET Framework 3.5 Features

e. An empty Microsoft SQL database in an AlwaysOn availability group was created

3 New Database e [0 ) |
Selecta page =P e
: 'y Scrpt v {5y Hel

& General <= Berpt w r

A Options [

2 Filegroups Database name: sc_app_vols_ T
Owner: <default = |:|
Database files:
Logical Name File Type  Filegroup Initial Size (MB}  Autogrowth « Maxsize |
sc_app_vols.. Rows.. PRIMARY | . By 1 MB, Urlimited [l
sc_app_vols..  Log Mot Applicable 1 By 10 percent, Unlimited |_

Note: More information on configuring AlwaysOn availability groups can be found at
https:/msdn.microsoft.com/en-us/library/gg509118.aspx

f.  Microsoft SQL users were created for each server’s service account using Windows authentication, consisting of the domain, then

the App Volumes Manager server name followed by a dollar sign

] Login - New = e
Selectz page e A g

= S = = Hel
& General = Sorpt. = [y Help
A Server Foles
T-:: User Mapping Login niame: SMP-DEMO\SC-AppVolumes15 Search.. |

5 Securables .
E“ Status @ Windows authentication

|1 53L Server authentication
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g. Each of the created Microsoft SQL users was granted the following roles to the database under each user’s User Mapping attribute

db_accessadmin
db_backupoperator
db_datareader

db_datawriter

db_ddladmin
db_owner

db_securityadmin

public

h. Created an Active Directory service account for App Volumes

i.  Created an Active Directory security group for App Volumes administrators and added the service account for App Volumes as a

member of the newly created security group

j.  Presented two (2) datastores for App Volumes AppStacks and templates which were later configured for storage group replication

via the App Volumes Manager web interface.

Database role membership for: sc_spp_vaols_1

db_accessadmin

db_datarsader
db_datawriter
db_ddladmin

[7] db_derydatawriter
db_owner
db_securityadmin
public

k. Provided the App Volumes service account with the following permissions within vCenter:

Datastore Resource

Allocate Space

Browse Datastore

Assign Virtual Machine
to Resource Pool

db_backupoperator

[7] db_denydatareader

Virtual Machine Virtual Machine

Configuration

Provisioning

Low Level File Operations

Remove File

View and Stop Session

Add Existing Disk

Clone Template

Add New Disk

Clone Virtual Machine

Update Virtual Machine Files

Create Folder

Create Task

Add or Remove Device

Change Resource

Create Template from
Virtual Machine

Add Existing Disk

Cancel Task

Local Operations

Create Virtual Machine

Delete Virtual Machine

Reconfigure Virtual
Machine
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Create form Existing

Customize
Remove Disk
Deploy Template
Settings
Mark as Template
Interaction
Mark as Virtual Machine
Power Off
Modify Customization
Power On Specification
Suspend Promote Disks
Read Customization
Inventory

Specifications

Create New

Move

Register

Remove

Unregister




Installing App Volumes Manager Server
This section covers how to install a single App Volumes Manager or the first App Volumes Manager in a BCP pair
2. Installed the first App Volumes Manager server

a. Opened the App Volumes Setup application

0 Volumes

by wmiwiare:

VMware App Volumes - InstaliShield Wizard

Vg VMware App Volumes Setup is preparing the InstaliShield Wizard,
L==1 which will guide you through the program setup process. Please
wait.

Extracting: VMware App Volumes.msi

= = Cancel

b. Proceeded through the VMware App Volumes installation wizard by clicking next

- VMware App Volumes [E3]
VMware App Volumes lnstall;lﬁon Wizard
App Volumes

by wrwwviare

This wizard will help install the App Volumes Manager, Agent or
Broker on this computer, To continue, dick Next,

Copyright © 2011-2015 VMware, Inc. All rights reserved. This
product is protected by U.S, and international copyright and

| intellectual property laws. VMware products are covered by
one or more patents listed at

| hittp: /jwww, ymware.com/go/patents.

Product version: 2.6.0.1225 < Bad ‘ MNext> ‘ | Cancel |

c. Read through the VMware App Volumes License Agreement to ensure that it hadn’t changed since the first installation before
accepting and clicking next

il VMware App Volumes =

e Vm\"‘,'{n\ES

commitments, understandings and agreements, whether written or ~
oral, between the parties regarding the subject matter hereaof.

This EULA may be amended only in writing signed by authorized
representatives of both parties.

12.11 ContactInformation. Please direct legal notices or other
correspondence to VMware, Inc., 3401 Hillview Avenue, Palo Alto,
California 94304, United States of America, Attention: Legal
Department.

w

(®) T accept the terms in the license agreement

() I'donot accept the terms in the licenze agreement

InstallShicid

<Back [ Next= § [ Cancel
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d. Selected “Install App Volumes Manager” on the App Volumes Install Screen, then clicked the install button

Specify which App Volumes component installer you want to launch:

) Install App Volumes Agent
®) Install App Volumes Manager

(! Install App Volumes Broker Integration Service

e. Proceeded through the App Volumes Manager installation wizard by clicking next

A,pp.le._InE'i Manager Wizard

 This wizard will install App Volumes Manager on your computer,
To continue, didk Mext,

Copyright © 2011-2015 YMware, Inc. All rights reserved. This
product is protected by U.5, and international copyright and
intellectual property laws, YMware products are covered by
one or more patents listed at

hrttp: /o, vmware, com/joo fpatents,

Product version: 2.6.0,1226°

f.

\here is the datsbase located?

() Install local SQL Server Express Database

(®) Connect to an existing SQL Server Database
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g. Entered information for the MS SQL AlwaysOn Availability Group Listener as the database server, connecting with Windows
Integrated Authentication, browsed for the database, and ensured that the checkbox to “Overwrite existing database”
was selected*

Choose local or remote database server to use:

[ sc-dbaos
) Windows Integrated Authentication (sutomaticaly use this server's SYSTEM account)
() Server authentication using the Login ID and password below

LognD: |

Passiord: i|

Mame of database catalog to use or create:

Isc_app_\rols_l

[ overwrits existing database (if any)
Installshisld

* Selecting the option to overwrite the existing database is only to be chosen when installing the first instance of App
Volumes Manager. Selecting this in the second instance will result in loss of configuration information!

h. Left the HTTP and HTTPS ports at their default values of 80 and 443

HTTP Port:  HTTPS Port:
|Sfl |443

These ports will be allowed through the Windaws Firewal

i.  Left the destination location and feature installation selection at default values

Click on an icon in the list below to change how a feature is installed,
e Feature Description

App Volumes Manager will be |
installed onto your system.

App Volumes Manager

This feature requires 898MEB on
your hard drive.

Install to:
C:\Program Files (x88)\Cloudvolumes \Manager),

Instalishield

| [ speee  |[  <Bax




j.  Began installation by clicking the Install button

If yau want to review or change any of your instalation settings, dick Back. Click Cancel to
exit the wizard.

k. App Volumes Manager began installation routine

Please wait for 5 to 10 minutes while App Yolumes Manager is installed.

Status;

Updating component registration

InstaliShisld

Product version: 2.6.0.1226

< Back ” Mext >

I.  App Volumes Manager installation wizard completed

App Volumes

by vimwire

Product version: 2,6.0.1225

App Volumes Wizard Completed

The InstallShield Wizard has successfully installed App Volumes
Manager. Click Finish to exit the wizard,

[ show the Windows Installer log
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Configuring App Volumes Manager Server
This section covers how to configure a single App Volumes Manager or the first App Volumes Manager in a BCP pair
3. Configure the first App Volumes Manager server

a. Launched the App Volumes Manager web interface from desktop shortcut

App Volumes
Manager

b. Clicked the “Get Started” button on the Welcome to App Volumes Manager page

App Volumes oyvmware

Welcome to App Volumes Manager

Here are some things you can do with the Manager:

= Create and provision application groups called AppStacks

» Deploy applications to users, computers, groups, and OUs
Track and monitor application use
and much morel
Pre-requisites before getting started:
Install the App Volumes Agent into your golden image or virtual machine template

- Setup a clean server or desktop virtual machine for provisioning applications

& O 0w

c. Clicked the “Edit” button on the License Information page to provide a more applicable license

App Volumes by vmuar:

License Active Directary

License Information

Avalid license issued by ViMware is required to use this management console.

Name: VMware App Volumes v2.6 EULA Enforced Eval License  (app
Users’ 10 (0 used)

Terminal Users: 10 (D used)

Desktops: 10 (0 used)

Servers: NIA (0 used)

Max Attachments Per User 2

Writable Volumes Enabled

License Mode: Professional

Attach User Volumes: To Deskiops and Servers
Issued: Jan29 2015

Valid After: Jan 26 2015

Valid Until: Dec 31 2015 (266 days left)

=

@ vmware



d. Browsed for the appropriate license file and clicked the “Upload” button

App Volumes oy vmyare

License Active Directory

License Information

Avalid license issued by VMware is required to use this management console.

Upload the VMwara App Valumes license key file to activate this product

App Volumes License File: sktoptAppVolumes 2 6\WMware App Volumes v2 6 EULA Enforced POC License key ;__ E_;mﬁéé,,_

[ casce | Renusstaicense [V

e. Verified the license information before clicking the “Next” button

App VDlUﬂ'IES by vimiware « License applied.

Thanks for using App Volumes!

License Active Directory

License Information

Avalid license issued by VMware is required to use this management console.

Name.

VMware App Volumes v2.6 EULA Enforced POC License  (Vhware App Volumes v2.6 EULA Enforced POC Li

Users 100 (0 used)

Terminal Users: 100 (0 used)

Desktops: 100 (0 used)

Servers: NIA {0 used)

Max Attachments Per User. 10

Wiitable Volumes: Enabled

License Mode: Professional

Attach User Volumes: To Deskiops and Servers
Issued: Feb 27 2015

Valid After Feb 27 2015

Valid Until Jun 15 2015 (67 days left)

f.  Provided Active Directory information and clicked the “Next” button

ADD VOlumES by vmware

License Active Directory

Active Directory

App Volumes uses Active Directory io assign applications [0 users, computers, groups, and OUs.

Important Information:

+ The credentials you provide are stored encrypied

~The account you provide only requires read access

- Ensure the account you provide is not required to perodic reset its password

T _ Fully qualified Active Directory domain name

Active Directory Domain Name: -smg}d_emn com

This may be lefl blank (to use any Domain Controlier)

Domain Centroller Host Name:

LDAP Base: I ot
Usermname appvolsbedr 1:h|5may b‘g o _wm e
Password Password is stored encrypted

Use LDAPS [ Use seciire connection (port 636) Requires ding ActiveDirectory
Non-domain: [ Allow non-domain entities Attach volumes to non-domain users and computers
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g.

Searched for and selected the Active Directory security group for App Volumes administrators within the domain before clicking
the “Next” button
App Volumes by mware

License Active Directory Administrators

App Volumes Administrators Group

Choose the Active Directory group responsible for administering this App Volumes Manager.

Important information
Only users in this group will be able ta login fo the Manager

Current Group Not configured

Search Groups AppVol Contains| v|

[] Search all domains in the Active Direciory forest

Choose Group: SMP-DEMO\AppVolumesAdininistratars v ‘

Entered vCenter information, providing the App Volumes service account information for accessing vCenter per the permissions
noted in the bottom corner of the page (as detailed in the Pre-Configuration section above)

) VOLUMES by vmwere

License Active Directary Administrators Hypervisor

Hypervisor Credentials

Chaoose a supperted hypervisor and provide credentials

Hypervisor: vCenter Server [v]
1
Host Name: sc-ve-eucl.smp-demo.com 'f'?'pe“”‘i i f’f"f‘: Na"‘_E ’
Username: SMP-DEMO\appvolshedr HV?E“{‘“' _5?"’“9 AC‘{““'f‘ s
Password: sEssssseen
Mount Local: ] Mount local copies of volumes When mounting, check Vi's daiastore for local copies of volumes
I present, mount these local copies of the volumes instead
Mount Gn Host [ Issue mount operations to hosts When mounting, connect directly to the VIV host.

Faster and less intensive, can wark even if vCenter is not available.

O Required vCenter Permissions

Selected datastore locations and specified desired storage paths for AppStacks and templates before clicking the “Next” button

App VOLUMES oy wmss
| femnne Active Fisnemay LR A [V e
Storage
St the delail Slorage cakon ke AppStacks and Witahie Volumes
et (RISt

= LISAE SA0NHIE TP 15 OGSt [ il VISt INECIme st Ssurvens
= LGN 5! OIS FIRT 06 U, DUS VOIS W S0y U Uichiot 101 YRES U1 (il (s

AppSacks

Dot Siorane Locaion, | P Marcy Datacentor] AppVsiimes 1 (NFS)

Dhetisut Stovage Patl appecisiappe_hods
Tampktis Falr ——

Wirinabile Vishimimes

Deotnidt Sineagn | ocatlon Mt Marcy Datacemer] AppVeiumes-01 (WFS) w
ThetnLE E1oengh Padh wpprotitmialie_bed
Lnphalen Faiy apprishariinbin_ templites

vmware
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j.  Provided ESXi host information and selected templates to upload onto the desired storage paths for template locations before
clicking the “Upload” button

-’9‘1 pp VOI.U[TIES LYy winivire
Lianse Acive Divcrony Woministrating Hypewtien Stnsnge

Upload Prepackaged Volumes

Ut (e yolumes packaged wilh Uag Managies b the seeced datasione
Credenilials for an E5X host wilh stcess fo the seleciad Otastore are needed 10 Conver INE URIDA0Ed Voilmes 10 Inin formit

o | (141 Marcy Distacoton] Appioiunns 01 (NFS)
[ Howd | v B2 e ange e cam N |
ESK Usemnme et
Y B P ]
Vil o appe templidesiemplale wotkeion gk
i ritakie_y - profile_andy mdk

W veiidiles Dompilibimbimapdate e aedy. workekison vk
B writdble_templatestamplate_ula_plus_proBs_workstation vmadic

3 e

k. Verified configuration information before clicking the “Next” button

App Volumes iy ym - Sthuben uplond of 4 velumes
| iestipse Aetivie LMty Aalmbialaladii s iy gmennimine S

Summary
Tne settings befow may be cnanged [ater in the Configuration (&b

Activi Directory Domaln: E-dhnie com
Activa Directory Host Nome:  Nene
HNona
apgrvabbieds
B Veslanies. i o Ch rsedialings DU Gampu OF b Salitions ot 105 gy deue U3 oo

troupa:

VMware vConter Host Hane:  scvi-gucl) smp-deao.com)
VMwitre vCenter User Name;  SMP-DCMOlappvalsbods

AppSteck Dafault Storage; Appiclurmas-01

AppStack Path: appvaleapps_bcde
AppStack Trmpletes Palh: — ipgvslilinge lismpatis
App ks

Wrhnble Volume Dafaul AppVolumesi1

Srornge;

Writalil Violume Fath: ppateiwiitable_bode
Writalike Pathi; Istwritable_lemplates
Writabl Valumes:

|. Arrived at the Volumes > AppStacks page, automatically logged in as the previously specified Active Directory User Name

App Volumes oy vmare i

DASHBOARD | WOLUMES DIRECTORY INFRASTRUCTURE CONFIGURATION

AppStacks Writahles Attach Assi Applications

Appstacl(s Create AppStack Import AppStacks

AppStacks can contain one or more applications. Select a row to view more details and perform actions.

Show 5 Filter| || Standard View v |

© Name Storage Status = Created > P » [ |

No AppStacks: Click the Create AppStack bution to provision a new AppStack

vmware




m. Navigated to Infrastructure > Storage Groups to begin configuration of storage groups for App Volumes, and clicked the “Create
Storage Group” button

App Volumes oy vmware R

DASHBOARD VOLUMES DIRECTORY INFRASTRUCTURE ACTIVITY CONFIGURATION

Machines Storages Storage Groups

Define groups of storage locations so they can function as one.

{+] Rame Strategy Selection # * Used Total Created (EDT) | |

Mo Storage Groups

n. Provided a name for the new storage group, elected to automatically import and replicate AppStacks with a spread distribution
strategy, and selected the two (2) datastores designated for AppVolumes, then clicked the “Create” button

AD D VO lUITIES by vmware mp_nmomwvm::::uﬁl

DASHBEOARD VOLUMES DIRECTORY  INERASTRUCTLRE CONFIGURATION

Machines Storages Storage Groiips

Create Storage Group

‘You can directly choose storage 1o be included or specify a name prefix so new matching storage is automatically added

Group Name: AppVolumesBCDR

Automation: W Automatically Import AppStacks
W Automatically Replicate AppStacks

Distribution Strategy: ‘ Spread V|

Template Storage: ‘ [Mt Marcy Datacenter] AppVolumes-01 (NFS) ~
Storage Selection: ‘ Direct 4 ‘

Selact Storage: ] AppVolumes-01

™ AppVolumes-02

Creale

0. Reviewed the storage group confirmation window, and clicked the “Create” button

Confirm Create Storage Group ®

Create Storage Group named AppVolumesBCDR using the following 2 storage locations?

» AppVolumes-01
= AppVolumes-02

B AppStacks on these storage locations will be copied to all storage in this group.
Ensure there is enough free space an sach storage to accommodate them all.
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p. The storage group was created successfully, and now appears within the Storage Groups tab

"AppVolumesBCDR™ with 2 members

ADa VOlUIT'IES by vmware w Created StorageGroup

DASHBOARD VOLUMES DIRECTORY

Machines Storages Storage Groups

Define groups of storage locations so they can function as one.

0 Name Strategy Selection # v Used Total Created (EDT) ]
©  AppVolumesBCDR Spread Direct ) 334 GB 199 GB Apr0920151252PM [

Showing 1 fo 1 of 1 Storage Groups

g. Clicked the plus sign to the left of the storage group to view and confirm further details surrounding the storage group. This
concludes the initial configuration of the first App Volumes Manager server

SMP-DEMO\AppVolsBCOR

App VO'.U!TIES by vmware Logout

DASHBOARD VOLUMES DIRECTORY  INFRASTRUCTURE ACTIVITY CONFIGURATION

Machines Storages Storage Groups

storage Groups

Define groups of storage locations so they can function as one.

[0 ] » L —

© Name Strategy Selection # - Used Total Created (EDT) ]

@  AppVolumesBCDR Spread Direct 2 334GB 199 GB Apr 08 2015 12:52PM |
AppVolumesBCDR m
P—

Auto-Replicate: true
Storage Locations:

AppVolumes-01 (17 GB of 99.5 GB)
AppVolumes-02 (16.4 GB 0f 99.6 GB)

-Showing 1 to 7 of 1 Storage Groups

Installing the Second App Volumes Manager Server in a BCP Pair

This section covers how to install the second App Volumes manager in a BCP pair. The installation of the second App Volumes manager
is very similar to the installation of the first App Volumes manager node. In fact, the same steps can be followed, with the following
exceptions:

4. The same database should be specified for the second node in the BCP pair, however the checkbox to “overwrite the existing
database” at the bottom of the installation screen where the database server is defined 2g MUST be left unchecked. If this checkbox is
checked, it will be necessary to reconfigure App Volumes.

Cheose local or remote database server to use;
| sc-dbao-s
Connect using:
(®) Windows Integrated Authentication (sutomatically use this server's SYSTEM account)

() Server authentication using the Login ID and password below

Login T0: |

Password: ||_

Mame of database catalog to use or oeate:

|sc_app_vols_1
[ overwrite existing database (ifany)
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5. Verification of proper second node installation can be accomplished by launching the App Volumes Manager web interface from

desktop shortcut. If a login screen appears, the second node was installed successfully. If a welcome screen appears, the database has

been overwritten, and App Volumes will need to be reconfigured per the section pertaining to configuring App Volumes above.

App Volumes oy vmwar=

App Volumes

Welcome to App Volumes Manager

Here are some 1} Bu can do with the Ma

Logm wsing your Active Dmectory credenires

Deamum: SMP-DEMD
Usemame: ||

Password

image or virtual machine template

+ Setup a clean server or

P nachine for provisioning applications

Configuring F5 load balancing for the BCP pair of App Volumes Manager Servers
This section covers how to configure load balancing for the BCP pair of App Volumes Manager servers
6. Configure F5 load balancing

a. Logged into the production F5 Big-IP Local Traffic Manager

JiEe PP,
="
5 [l
User Documentation Ask F5
Sj oS Tachnical documaniation for ihis sroduct including user guides and release natas, (s avakable on the Ask FS Tachnical Azk F5 faatures quick sclutom
Huppor wab Aile génarats, and ganaeal intem
Y Ll Trafhc & Vet Dicimahisien cavired unier @ B sarvice &
Vit Ask Fa
14 8] Accatration Prefarences Solution C
On ina System Frofetences SCTeSn. you CAN customize i genani pradsrancas for ha Confgurston Lality, i
o Thé Sollton Caned hatires =
T Arces Fobey = Syslemm Prelerarses Tustorkats an mch mor,
= Additional Setup Options o VIt Me Sniinan Canter
= Lisa the fodoiing NodIBONal coniguIancn opaons 1 feine M SyTIem Sansm, Once jou have mitially contured e BovCenual
EyStEm using e S8t Uaii. e
\/' Sacuity D antral providas et
' FLL commwnity nerources designg
L5 Nawerk » WAt DavCansal
3 fen Moduls
(F*] Sywimm ules

FS E3G-0F duvicars aie a modin

b. Navigated to Local Traffic > Monitors and clicked the plus sign to add a new monitor

|| ONLINE {ACTIVE}

@ DNS
E’@a Local Traffic

Network Map

Virtual Servers
Policies
Profiles
iRules
Pools

Nodes

@ vmware
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c. Created a new health monitor with the following non-default properties Type: HTTP
Parent Monitor: http_80 Interval: 20 seconds
Send String (without actual line breaks):
GET /login HTTP/1.1\r\n
Host: sc-appvolumes0l.smp-demo.com\r\n
Connection: Close\r\n\r\n
Receive String: App Volumes Manager Login
[ LocalTrafc » Momtors  Newonitor |
General Properties ; — | =
MName ‘ Ap‘p\f‘nlunie‘sfﬁs‘c—a;p-p;rnlum.e_sﬂj-
Description ‘ Vilware .';\p-p_\‘u-\unje-ﬁ L.l;gin Pag.e- =
Type |[HTTP v
Parent Monitar ‘ http_20 El
Configuration: | Advanced ¥ |
Interval ! 20 | seconds
Up Interval V_DiS_EEﬂErd v
Time Uniil Up lo |seconds
Timeout __-1_5_ . |seconds
Manual Resume | "Yes'®* ' No
3t snfappv.:l-ursa{ angf;errc.c':m'.
Send String
App ;.7éimea Séanager Légin
Receive String
Receive Disable String
Note: Click the “Repeat” button when submitting the new health monitor to create another similar health monitor for the
other App Volumes Manager server
d.

String fields

Local Traffic » Monilors

Moniior List

-

§S_e_laréﬁ; Reset S_earch|

Created another health monitor similar to the first, but with the second App Volumes Manager server name in the Name and Send

Create... |

Bl

I i — [ 7

| = Application | |~| Type i = Partition / Path
AppVolumes_sc-appvalumesii HTTF Common
AppVolumes_sc-appvalumes03 HTTP Common

| Delete._ |

@ vmware
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f.

e.

Navigated to Local Traffic > Nodes > Node List and clicked the plus sign to add a new node
@ Local Traffic

Metwork Map

Virtual Servers
Policies
Frofiles

iRules

Fools

Manitors Default Maonitar

Trafiic Class Stafistics

Address Translafion

Created a new node, specifying an identifiable name, the IP address, and the corresponding Node Specific health monitor

Local Traffic » Nodes : Node List » New Node..

General Properties

Name ‘;:-appvoamem 1'5515-:1505?
Description |
* Add - FGDN
Address JERess B PN
| 17222110128
Configuration

Health Monitors

i eyt S RORRU R e
| [Common __ |ICommon a ‘
Salect Monitors | Appvolumes_sc-appvoiumesil L=l App\.foIumes_sc—appvo\umesu3| |
| = gateway_icmp !
1==|| nttp_80
L =) L Rips 443 =
Availability Requirement | Al v | Health Monitoris)
Ratio [1 ]
Connection Limit U_ - ]
Connection Rate Limit [0 ¥

| Cancel || Repeat || Finished |

Note: Click the “Repeat” button when submitting the new node to create another similar node

Created another node similar to the first, but with the second App Volumes Manager information and health monitor

Local Traffic » Nodes : Node List

¥4 ~ | Node List

Default Monitor Sialistics

~ ||search| Reset Search|

(V)] =1 staus |« Name | - Application | - Address | < FODN |~ Ephemeral | + Description - Partion / Path
(] @ sc-appvolumes0l smp-demo.com 172.22.110.128 Mo Commaon

N @ sc-appvolumesi3 smp-demo.com 17222110135 Mo Common

| Enable || Disable || Force Offine || Delete... |

Note: The green status indicators let us know that the health monitors are detecting that the login page is accessible for each

App Volumes Manager server
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h. Navigated to Local Traffic > Pools > Pool List and clicked the plus sign to add a new pool
[#97 Local Traffic

Metwark Map

Virual Servers
Folicies
Frafiles

iFules

Modes Statistics

i.  Created a new pool with the load balanced namespace as the name, the http_80 health monitor, “Least Connections (member)”
load balancing method, and selected each of the previously identified nodes on service port 80 as pool members

Local Traffic » Pools : Pool List » New

c ion: | Advanced v |
Name | MM-AppYalumes.smp-demo.com
Description |
 SOTNeRl e = Avallapie: =
iiCnmmon ~|  [iICommon 3|
Health Manitors [ [==] AppVolumes_sc-appvolumesi EJ
~ | AppVolumes_sc-appvolumes03
=] ‘ gateway_iemp
- _ hitp |
Availability Requirement |,_’1” ?‘ Health Monitoris)
Allow SNAT [ves v |
Allgw NAT s v
Action On Service Down [None v |
Slow Ramp Time [0 |seconds
1P ToS to Client | Pass Through v |
1P ToS to Server | Pass Through v |
Link oS to Client h v |
Link Qo8 to Server F rough v |
Reselect Tries [0 ]
Enable Request Queueing El-g =4
Reguest Queue Depth | 0 |
Request Queue Timeout | 0 |ms
P Encapsulation |None v |
Resources
Load Balancing Method | Least Connections (member) v
Priority Group Activation |Disabled v |
| Mew Mode ' New FODN Node '® Mode List
Address: | sc-appvolumes03 smp-demo.com (172.22.110,135) v |
Service Pnn'\ir ok ‘ mﬁF‘ ¥
[ Add |
MNew Members |R:1 P:0 C'0 sc-appvolumesi 1 smp-demo com 172 22 110 128 80
|R:1 P:0 C:0 sc-approlumesD3 smp-demo.com 172.22.110,135 :80
| Edit | Delste |
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j. Navigated to Local Traffic > Virtual Servers > Virtual Server List and clicked the plus sign to create a new virtual server, which will
leverage our DNS registered load balanced IP address

Eﬁi‘: Local Traffic

Metwork Map

Faolicies Yirtual Address List

| VWirtual Sepver List i

Prafiles Statistics
iRules
Pools
MNodes
Monitors
Traffic Class

Address Translafion

k. Created a new virtual server with the following non-default properties (see diagram 1)
Name and Destination Address (load balanced IP address)
Service Port: 80 (HTTP)
Protocol Profile (Client): tcp-lan-optimized HTTP Profile: http
Source Address Translation: Auto Map Port
Translation: unchecked OneConnect
Profile: oneconnect
Default Pool: previously created pool of App Volumes Manager servers Default

Persistence Profile: source_addr

@ vmware



Diagram 1

General Properties

Name
Description
Type
Source Address

Destination Address

[17222110.123

Frotacol Profile (Client)
Protocol Profile (Server)
HTTF Profile

FTP Profile

RTSF Profile

‘Statistics Profile
VLAN and Tunne| Trafic
Source Address Transiation

Bandwidth Contraller

S [ P A TR =1 -
Connection Rate Limit Mode
Address Translation

Fort Translation

Source Port

Clone Pool (Client)

Service Part [e0 |[ETTe v
Notity Status to Virtual Address | &
State |Enabled + |
Configuration: dvanced v |
Protocal |

[ tcpian-optimized v
|{Use ClientFrofile} 7|
[ htp v

one ¥ |

Enahled

Available

[Per Virual Server v
¥ Enabled

[~ Enabled

|Freserve v

| None v

Rate Class

OneConnect Profile

MNTLM Conn Pool

HTTP Campression Profile
A sy a3 |

Folicies

Detault Fool

EEl

Default Persistence Profile

Fallback Persistence Profile

[ None |

- gy [ ICOMy. -

[==<] | _sys_CEC_SSL_cifient_policy |
| _sys CEC_SSL_server_policy
|==| | _sys_CEC_video_policy

| MM-AppVolumes.smp-dema.com v

|source_addr v

| Mone \a

| Cancel || Repeat || Finished |
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. Verified health status of the new virtual server by viewing the status column within the virtual server list

Local Traffic » Virtusl Servers : Virtual Server List

7% ~ | Virual ServerList | Virual Address List | Stafistics b
ey

-isaarchhﬂaseitséa'rcﬁl | Cr’eat’e,,'|
= = — i i T T
| [+#] | | ~| Status : + Nama | ‘Application | = Destination = Senice Pmti = Type ‘ Resources | - Partition / Path |
| & Q@ MM-AppVolumes.smp-demo.com 17222.110.143 80 (HTTP} Standard Edif. Common I

| Enable || Disable || Detets._ |

Business Continuity Validation

SMP tested the above scenario, and determined that the App Volumes Managers operated in the expected manner. Details of the validation
can be found below.

Business Continuity Validation Steps
During the course of validating the App Volumes business continuity plan detailed above, the following actions were taken.
1. Configuration

a.  App Volumes Manager servers were installed and configured to use an external Microsoft SQL database in an AlwaysOn
availability group

b. App Volumes AppStacks were created to include AppStacks assigned and attached to Microsoft Remote Desktop Services Hosts
(RDSH) via Active Directory Organizational Unit, and pools of VMware Horizon View desktops via Active Directory
Organizational Unit

c. Load balancing was configured via F5’s Big-IP Local Traffic Manager including health monitors and a DNS entry
d. App Volumes Agents were installed using the load balanced DNS name

2. Environmental Verification

'0" DBAGO1: hosted by SC-DBAGC-01 (Replica role: Primary)

Availability group state: (@) Healthy

Primary instance: SC-DBAC-01
Failover mode: Automatic
Cluster state: SC-DBAO (Mormal Quarum)

Availability replica:

| Name Role Failover Mode Synchronization State  Iesues
W sCDBAD 0L Primary Automatic Synchronized
(@ s5c-DBAO-02 Secondary Automatic Synchrenized
Group by =
Name Replica Synchronization State Failover Readiness Issues
SC-DBAO-01
I@ sc_app_vols_1 SC-DBAO-O1 Synchronized Mo Data Loss
SC-DBAO-02
'@' sc_app_vols_1 SC-DBAQ-DZ Synchronized No Data Loss

a. MS SQL AlwaysOn availability group was verified, with primary replica identified

]
a A Y — wsmp £ v 0 || ffe dpp Vishames Manager
AppVolumes wwm e sodgry i
DIRECTORY WEHASTRUCTHRE ACTNITY CONFEABATION
i Weitabobs Attasres Appliclican
Applications

ol ot
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b. App Volumes AppStack assignments and attachments were verified

c. Validated F5 health monitors, and identified which App Volumes Management server was being used out of the load
balanced pool

Statistics » Module Statistics : Local Traffic » Pools

DNS ~ | Local Trafic Network Memory

Display Options

Sttcice Type E—

Data Format: [ Normalized v |

o Refech [Disabied v et

[[Commen/MM-App\olumes.smp-demo.com ||Search| Reset Search| [ Bits || Packets || Connections.
‘[2\|slakas|:?nnumemb_ea' - | Peritian /Peiin |m [out in |Qul |Ganﬂmlw;6mmhmak‘
(] @  MM-AppValumes smp-demo.com Common 1.9M 84M 11K 11K 1 13 a0
B @ — sc-appvolumesi! smp-demo cam:80 Common 911.8K 53M 617 673 O B 43
= (=] - sc-appvolumesi3 smp-demo com 80 Common 1.0M 3om &sB6 521 1 7 47

d.

3. Disruption of App Volumes Management Server

a. Powered down the active App Volumes Management server (03)
File Edit View Inventory Administration Plug-ins Help
E_j ‘@ Home [+ E:"j anen_l.ory 3 % VMs and Templates

sropansves

I [ SC-VCINFOLsmp-demo.com SC-AppVohimes03
Bl [y Mt Marcy Datacenter —— e = T
=] B Euc BTyt Fesource Allocation:, ' Perfarmiance | Tasks S Events:
B ¥ Appvolumes BCP/DR
35 sc-app a1 General
& Guest O5; Microsoft Windows Server2012 (64-bit)
ﬁ sc-gbao-01 WM Version: g
CPU: 2ZvCPU
Memory: 4095 ME
Memary Overhead: 174,41 ME
‘WMware Tools: & Not running (Current)
1P Addresses:

b. F5 health monitor status was verified as detecting the App Volumes Management server offline, routing new traffic to
the healthy server

Local Traffic »» Poois : Ppol List »» MM-AppVolume
3~

mp-gdemo.com

Froperiies Members

Siafisfics

Load Balancing

Load Balancing Method

s_t_gonnecﬂon_s fmt_a_{_i?_i_:g_r! v |

Friority Group Activation | a7

Updae |

Current Members
vl ] [~| s&mﬂ: IMember

=l @ sc-appvolumesi smp-demao.com:80

(] & sc-appvolumesi3.smp-demo.com:80

| Enable || Disable || Force Offine || Remove |
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4. Verification of App Volumes State After Disrupting the App Volumes Manager

a. Navigated to the Volumes > Applications page within App Volumes Manager

App Volurmes oy v
ERNERN _ owccroar

DASHBOAND

INTRASTRUCTURE

AppStacks Writahins Attachenaiine

AppStacks

Aesimants

Applications

Create AppSiock | lmpont AppSiechks Rnc-n

AppStacks can comain one or mars applicanons. Select & row to view more detaits and perform achions:

Show| 10 W | &

©  Hame Stovage

O BOFDH Stk NET MM SE00T
Q WS4 OMwI0N 320150301 NS MU ESDEY
© ROS-OMce20) 20150301 NSIMM-SSDY
o RUsPRiTY NS SS001

Hhiewing ! b 208 4 AppStucks
Note: The expectation was some sort of session expiration, o
the interface remained fully functional

b. Verified that the previously verified AppStack was still functional

"k Adobe Reader

File. Edit View Window Help

Fils || stanard Ve v |
Sty B » m

Enadan M 11 2014 C

Enatilyd e 00 3015 | B =]

Crssiag MarO9ANS 2 '

Enasien Fel U5 201 1 =}

r login page as a result of the failover - but this was not the case,

ST

&1 BB |[o]wei[eo=]-]

Ju

ADOBE" READER X

Open a Recent File
& open.,

| ‘:i Tools Sign Comment

Acrobat Online Services

Convert PDF to Word or Excel
@ Create PDF
Share Files Using SendNow

Get Documents Signed

Easily Create a PDF File

Convert your files ta PDF from wark,

home, ar on the go.
Start Now

c. Assigned a different AppStack to the same machine

NLHAS TR

e

Vi ynry EINEECT Oy
W \I_lm‘i_lldn | Wirfenlabee Agtwchimiskis Nea oyt

SR AV EIRERINY Aor iy o =S 1o ie AguSiEck

ALTWIY

Apilications

Seurch Active Dirwttar). | AooVoBCORmmIDY.

Confirm Assign

Assipn AppStack RDS-PuTTY 1o tha folowing entiy?

i

+SMP. DEMIAPPYOL BENRMMMOAS (oo tiimeit

= Gty
S DRy
) Amach AppStacks on nat login or reboot
SRt 46 4 o0 s dialllis|  ®' Amech AppSiacks immedistely

& Vs wwrsd -t Inggend o o VM o baren S

el -
®

St

i

rewTe
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d. Verified the appearance and function of the newly assigned AppStack

PuTTY Configuration
Category-

=/ Gession [

Basic options for your PuTTY session

i - loggng
1= Teminal

Keyboard

I~ Specify the destination you want te connect ta
Host Name (or |F address)

Bell Il
i - Features
=1 Window

Connection type:
" Baw © Telnet " Rlogin ' SSH 1 Sedd

- Appesrance
Behaviour
Translation

[ Load, save ordelste a stored session —————————————
Saved Sessions-

- Selection I

i i Colours
=1 Cormection
Data
Proogy
~Telnet
- Flogin
- 55H

Default Settings

- Seral

Close window o et
o Aways T Newer

= Only on clean exit ‘

s |t |
Disruption of AlwaysOn SQL Database
a. Powered down the primary MS SQL server (sc-dbao-01)

File Edit View Inventory Administration Plug-ins Help

[ o= ] oot |

E |Eﬁ Home [ 5@ Inventory [ @a Ms and Templates

m > e B EREROR
2 () SC-VC-INFO1 smp-Gemo.com
= E—_,"] Mt Marcy Datacenter

= g; ELC Summary -.ﬁzsnmi:aﬁ‘lqr_m:[:-ﬁ': Pufnnnince
B [ AppVolumes BCP/DR
@ SC-AppVol 01 General
p SC-AppVolumes03 Guest O5: Micrasoft Windows Server 2012 {64-bit)

@ 1 VM Version: 8
CPU: 2 vCPU
Memory: 8192 MB
Memory Overhead: 243.67MB
YMware Tools: @ Mot running {Current)
IP Addresses:

b. MS SQL AlwaysOn availability group was verified as detecting the failed MS SQL server

@l DBAGOL: hosted by SC-DBAO-02 (Replica role: Primary)

Auvailability group state: @ Critical --- Critical
SC-DBAD-02
Autormnatic
SC-DBAC (Normal Quorum)

Warnings (3
Primary instance:
Failover mode:
Cluster state:

Availability replica:

‘ Name Role Failover Mode S;HCh}OF:\iZatiOF:\ St;té L;su;

59 5C-DBAD-0L Secon.. Automatic Mot Synchronizing Critical (1), Wamnings

@ SC-DBAD-02 Primary Automnatic Synchrenized

Group by =

Name Replica Synchronization State Failover Readi... [ssues
SC-DBAO-01

_ﬁ sc_app_vols_1 SC-DBAC-DT Mot Synchronizing Data Loss Wamings (1
SC-DBAC-02

@l sc_app_vols_1 SC-DBAD-02 Synchronized Mo Data Loss
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6. Verification of App Volumes State After Disrupting the AlwaysOn SQL Database
a. Unassigned the previously assigned AppStack from the test machine

App VOLUMES vy me

VOLUMES DIRECTORY INFRASTRUCTURE ACTIVITY CONFIGURATION |

Wirahis Axei

Unassign AppStack: RDS-PuTTY |

Check the entities 1o unassign from the AppStacic

wlo ]

Confirm Unassign

EURSTEEEE  Unassign AppStack RDS-PuTTY from the following entity?

= SMP-DEMOVAPPVOLECDRMMO03S (AppvclBCDRmmODZ)

O Detach AppStack on next logout or reboat
@® Detach AppStack immediately

= not recommended.
se.

b. Verified that the AppStack was detached as evidence by the disappearance of the application shortcut

Business Continuity Conclusion

SMP validated that a configuration including multiple App Volumes Manager servers using a shared database functions very well to ensure
high availability of VMware’s App Volumes Manager server. SMP also validated that high availability of the underlying SQL database in

an AlwaysOn configuration is beneficial in ensuring high availability of the App Volumes Management servers in the event that the server
containing the SQL database sustains a failure.
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SMP App Volumes Environment for Disaster Recovery Testing

The SMP environment for disaster recovery testing consisted of two distinct VMware App Volumes 2.6 BCP-ready environments in distinct
VMware Virtual Center environments, each using distinct storage resources configured with App Volumes Storage Groups. These App
Volumes Storage Groups allow for the automatic replication of AppStacks between the Storage Group members, and also the automatic
import of AppStacks from Storage Group members. Special consideration was made in the individual datastore naming convention, as App
Volumes only leverages the datastore name when ascertaining the health of its known AppStacks. With this in mind, AppStack datastores in
each environment had the same name, though the underlying storage was distinct between environments.

The two App Volumes environments shared access to the same Active Directory domain, the same VMware Horizon View environment
(using different desktop and application pools), and an F5 Global Traffic Manager (GTM) was employed for geolocation based load
balancing of a single DNS namespace amongst each BCP-ready App Volumes environment F5 Local Traffic Manager (LTM). The addition
of the F5 GTM allows for IT administrators managing the solution to be common across the production and DR environments. When the
DR event occurs, the F5 GTM’s health monitor of the F5 LTM virtual server pool status triggers the change in traffic from the production
environment to the DR environment. Since SMP is not using a stretched layer 2 network for the App Volumes environments, no special
considerations needed to be made in the geolocation scheme.

In addition to the F5 components, select database tables were configured for transactional replication from the production database to the
DR database, and AppStack datastore contents were copied from the production environment to the DR environment via SCP whenever
there was a change in AppStack data (such as the creation of a new AppStack or update of an existing AppStack).

User-based assignments continued to function in the DR environment, however the specific strategy employed for assigning AppStacks
became important concerning machine-based assignments. Virtual machine names in the production environment were not the same as
their equivalent virtual machines in the DR environment. As a result, it was necessary to make machine-based AppStack assignments such
as those used for Remote Desktop Services hosts for Horizon View

Application Pools by Active Directory Organizational Unit instead of individual machines in order for assignments to properly apply in the

"\
Production Environment W DR Environment

DR environment.
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Disaster-Recovery Installation Steps

During the course of validating the App Volumes disaster recovery plan detailed above, the following actions were taken to install the App
Volumes environments. While it is possible to first deploy with business continuity and then add disaster recovery to the solution, a BCP
configuration is not required to deploy the disaster recovery solution.

1.

Pre-Configuration

The same pre-configuration steps were performed for disaster recovery as were performed for business continuity with the following
exceptions

2.

a.

Determined names and IP addresses of four (4) App Volumes Manager servers and two (2) load balanced namespaces, one (1) in
production, and the other in the DR environment. This encompassed six (6) IP addresses

Four (4) Windows Server 2012 r2 virtual machines were deployed to act as App Volumes Manager servers and added to the
domain. Two (2) of these servers were deployed in the production datacenter, and the other two (2) servers were deployed in the
DR datacenter. App Volumes Manager servers were paired by the datacenter where they reside. For future reference, in the
illustration below, SC-AppVolumesO1 and SC-AppVolumes03 were paired together as a BCP pair, and SC-AppVolumes02 and SC-
AppVolumes04 were paired together. Each pair was ultimately given a load balanced namespace, monitored and controlled by a
F5 Local Traffic Manager, local to the datacenter where the servers resided

B [ SC-VC-INFO1.smp-demo.com B [ SC-VC-INFO2.smp-demo.com
El [l Mt Marcy Datacenter Fl [ Dell Solutions Center
= [F7 EuC = [£F EuC
= [£7 | AppVolumes BCP/DR = [£7 | AppVolumes BCP/DR
I3 SC-AppVolumes01 C[3 SC-AppVolumes(2
C[3 SC-AppVolumes03 I3 SC-AppVolumes04
I3 sc-dbao-01 3 sc-dbao-02

An empty Microsoft SQL database was created for each environment. In this instance, sc_app_vols_1 was used for the production
environment, and sc_app_vols_2 was used for the DR environment.

Presented two (2) datastores in each vCenter environment for App Volumes AppStacks and templates which were later
configured for storage group replication via the App Volumes Manager web interface.

B 5 | SC-VC-EUCD1.smp-demo.com| [ [ | SC-VC-EUCO2.smp-dema.com

[ [y Mt Marcy Datacenter [l iy EUC
| Appvolumes-01 b4 AppVolumes-01
d  AppVolumes-02 i3 AppVolumes-02

Installation of the App Volumes Environments

Each App Volumes environment was deployed for business continuity as detailed in the business continuity section of this
document with the following exceptions
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a. Two (2) sets of App Volumes Manager servers were installed and configured to use their own external Microsoft SQL
database in an AlwaysOn availability group. Individual namespaces “mm-appvolumes” and “wf-appvolumes” were selected
for eventual load balancing for each environment.

'a' DBAGO1: hosted by SC-DBAQ-01 (Replica rale: Primary)

Availability group state: ﬂ Healthy

Primary instance: SC-DBAGC-01
Failover mode: Autornatic
Cluster state: SC-DBAQ (Normal Quorum)

Availability replica:

MName Role Failover Mode Synchronization State  Issues
SC-DBAQ-01 Primary Automatic Sy‘n(hrcmzﬁd
W SC-DBAO-02 Secendary Automatic Synchrenized
Group by -
Marme Replica Synchronization State Failover Readi...  Issues
SC-DBAD-OL
& sc_app_vals_1 SC-DBAC-1 Synchronized Mo Data Loss
'ﬂ‘ sc_spp_wols_2 SC-DBAD-IN Synchronized No Data Loss
SC-DBAQ-02
'G]" sc_spp_vols_1 SC-DBAD-DZ Syrichronized No Data Loss
'(ﬂ‘ sc_app_vols_2 SC-DBAO-02 Synchronized No Datz Loss

b. Transactional database replication was configured from select tables (see below) of the production App Volumes Manager server’s
database as the publisher to the DR App Volumes server’s database as a subscriber.

- [l Replicaticn
= | Local Publications
= ij [sc_app_vols 1] sc_app vols 1
15| [SC-DBAC-01].[sc_app_vols_2]
= [_d Local Subscriptions
| [sc_app_vols 2] - [SC-DBAO-01].[sc_app_vols 1]: sc_app_vels 1

available_locations snapvol_updates
binary_files snapvol_versions
groups snapvols

keyword_assignments storage_group_snapvols

operating_systems storage_groups
org_units storage_locations
snapvol_apps storage_members
snapvol_files users

snapvol_members Zip_update_snapvols

snapvol_operating_systems Zip_updates

Notes:

B More information surrounding the configuration of transactional database replication can be found here:
https://technet.microsoft.com/en-us/library/aa337437.aspx

B The “Copy default value specification” must be set to true within the publisher’s articles for all tables

B While it is technically possible to log into a secondary App Volumes Manager and make changes such as adding assignments
or AppStacks, this may cause the two SQL databases to become out of sync. Modifications to the secondary manager are
strongly discouraged. It is best to simply consider the secondary manager as a subscriber of the primary. In the event
that the primary manager is compromised and will not be returning to service, the secondary could be considered primary,

database replication halted, and a new secondary could be created and configured.
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c. Multiple datastores of similar names were created for the use of AppStacks within each App Volumes environment. In our
environment, these were named AppVolumes-01, and AppVolumes-02. Each environment was configured with these datastores,
though the underlying storage for each environment was distinct.

B (5 SCVC-INFO1.smp-demo.com B (5 SC-VC-INFOZ.smp-demo.com
Bl [ Mt Marcy Datacenter = [i7 Dell Solutions Center
B [ Euc = [ EuC
= E_?} AppVolumes BCP/DR = Eﬁ’? AppVolumes BCP/DR
I3 SC-AppVolumesQl s SC-AppVolumes(2
s SC-AppVolumes03 s SC-AppVolumes0d
3 sc-dbao-01 (s sc-dbao-02

NOTE: Datastores in App Volumes storage groups are referenced by name, therefore the datastores must have the same
name in both vCenters

d. App Volumes AppStacks were created in the production environment to include AppStacks assigned and attached to Microsoft
Remote Desktop Services Hosts via Active Directory Organizational Unit, Users, and pools of VMware Horizon View desktops via
Active Directory Organizational Unit where the production and DR pools share the same Active Directory Organizational
Unit for their virtual machines

SMP-DEMOiAppVolsBCDR

Volumes vy vmuare

AppStacks Writables

AppStacks

AppStacks can contain one or more applications. Select a row to view more details and perform actions.

Show | 10 v | & Fiﬁer| || Standard View v

[+] BCPDR-stack AppVolumes-02

© W7x64-Office2013-20150301 AppVolumes-02 Enabled Mar 09 2015 1 1} =
o 2013-20150301 AppVolumes-02 Enabled Mar 09 2015 1 1 |
[ +] RDS-PUTTY AppVolumes-02 Enabled Feb 05 2015 1 1 O

Showing 110 4 of 4 AppStacks

e. App Volumes AppStacks were copied from one of the App Volumes replicated datastores in the production environment to
one of the App Volumes replicated datastores in the DR environment using SCP from the ESXi command line interface, which took
approximately 1 hour (Time was for 4, 20 GB AppStacks and 3 AppStacks and 3 AppStack Templates- effectiveily 140 GB)
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f.  Network topology based load balancing was configured between the two (2) App Volumes environments via F5’s Big-IP Global
Traffic Manager so that connections from different client networks will arrive at their respective App Volumes Management server

- || ONLINE (ACTIVE)
f5 Iﬂ Standalone

Local Traffic » Virfual Servers : Virtual Server List

4 -  Virual Serverlist | Virual Address Lisi | Siabsfics

smp-demo.com __||search| [Reset Search) | Create.. |

vl - stus| aname - Application = Parttion / Path

g @ Mi-AppVaolumes smp-demo. com 17222110143 80O (HTTPR) Standard Edit. Commaon

Local Traffic »» Virtual Servers : Virtual Server List

Virtoal Server List

Viriual Address Sializlics

List

&~

|*.smp-dema.com ||Search| |Reset Search| Create...
|||~ Status | & Name - Application © Destination  * Service Port - Type | Resources | = Parition / Path
O @  WFAppVolumessmp-demo.com 17222110144 BO(HTTP)  Standard Edit Common

| Enable || Disable || Delete... |

Notes:

B Geolocation based on topology will not work if using a stretched layer 2 network. In those instances, global availability may
be the best option, as it will use the order specified in the member list based on status.

B Without the F5 Global Traffic Manager, it would be necessary to configure the App Volumes Agents with their own distinct
App Volumes namespaces, and use multiple namespaces to access the App Volumes Manager interface.

Disaster Recovery Validation

SMP tested the above configuration, and determined that App Volumes operated in the expected manner in a disaster recovery scenario.
Details of the validation can be found below.

Disaster Recovery Validation Steps
During the course of validating the App Volumes disaster recovery plan detailed above, the following actions were taken.
1. Environmental Verification

a. App Volumes AppStack assignments and attachments were verified within the production environment

Ap D VOl.umeS by vmvare o S I::;;.Tn

DASHBOARD ||’ : DIRECTORY INFRASTRUCTURE CONFIGURATION

AppStacks Writables Attach Assignments Applications

AppStacks Create AppStack Import AppStacks

AppStacks can contain one or more applications. Select a row to view more details and perform actions.

Show - Filtr | H Standard View v |

2 Name Storage Status ~ Created > &# > ]
[+] BCPDR-stack AppValumes-02 Enabled Mar 112015 2 1]} ]
0  W7x64-Oficez2013-20150301 AppVolumes-02 Enabled Mar 09 2015 1 a E
[+] RDS-Office2013-20150301 AppVolumes-02 Enabled Mar 09 2015 1 0 ]
[+] ROS-PUTTY AppVolumes-02 Enabled Feb 05 2015 1 a =

Showing 1 to 4 of 4 AppStacks
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b.

C.

App Volumes AppStacks were verified as being visible within the DR environment’s App Volumes Management console

R e SMP-DEMO\AppVolsBCDR
F L VO'.UITIES by vmvware Logout
JOLUMES DIRECTORY INFRASTRUCTURE 3 CONFIGURATION ‘ o0 ‘

AppStacks Writahles Attachments Assignments Applications

AppStacks can contain one or more applications. Select a row to view more details and perform actions.

Show| 10 v | & Finer| || Standard View v |
[+] ]
© ECPDRétick AppVolumes 02 Enabied Mari12015 2 0 0
©  W7xB40fice2013-20150301 AppValumes-02 Enabled Mar0o2015 1 0 |
©  RDS-OMce2013-20150301 AppValumas-02 Enabled Marog2015s 1 0 =]
© ROS-PUTTY AppVolumas-02 Enabled Feb 05 2015 1 0 &

Showing 1 to 4 of 4 AppStacks

Validated F5 Global Traffic Monitor health monitors

| ONLINE (ACTIVE)
| standalone

DNS » GSLB : Pools : Pool List »» Members : split-appvolumes
1 - | Properfies Members Siafistics ]

Load Balancing

I Preferred: | Topology v
Load Balancing Method | Alternate: GI‘uba\A\'anaDm}y v
|

Fallback: | Return to DNS v

|

|

| Fallback 1Py || 0000 ‘

| Fallback IFvG = ‘

[ Update |

Members L MEF‘EQ_E;‘

Fartiion [ Member Name Service Port | Ratio | Server Name i Data_(:emeri

1] Q@ 17222110143 Common /Common/MM-AppVolumes_smp-demo_com 80 il VCE-LTM VCE |
1 @ 17222110144 Common /Common/\WF-AppVolumes_smp-demo_com 80 1 Dell-LTM Dell

‘-Ena'm'e)j 'Disahléij Remove |

Verified that the AppStack datastore contents are the same in both environments via the md5sum command in the ESXi
command line interface
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e. App Volumes AppStacks were verified within virtual desktops in the production App Volumes environment

=1oix|
File Edit View Window Help

e | | | | 2 Tools Sign Comment

Open a Recent File Acrobat Online Services

& Open... @ Convert PDF to Word or Excel

@ Create PDF

3 s== Share Files Using SendMow

= %’ Get Documents Signed

Easily Create a PDF File

Canvert your files ta PDF from wark,
home, or on the ga.

Start Mow

2. Disruption of App Volumes production environment

a. Powered down the production App Volumes Management servers and Microsoft SQL server

=] [‘Eﬂ SC-VC-TNFOL . smp-demo.com

Mt Marcy Datacenter

K ]LEIJIE;_;E':J? Bnier| BT e Virtual Machines WL E s IP' Poois \ Parformance .| Tasks G Events:
= [ AppVolumes BCP/DR
G SC-Appvolumes(]
1 SC-AppVolumias(3 Name < State | Status
Gh sc-dbac-01 1 SC-AppVolumesil Powered OFF & Normal
ﬂ] SC-Appvolumesis Powered Off & MNormal
5 sc-dbael Pawered Off & Normal

The F5 Global Traffic Manager health monitor status was verified as detecting the production App Volumes environment offline,
routing new management traffic to the DR environment

Members

| Manage.. |
[ = Order ||~ Stas  Member Address | Partiion | Member Name Service Port | Ratio Server Name  Data Center
'!_' ] & 17222110143 Commeon Common/MM-AppVolumes_smp-demo_com 80 1 VEE-LTM VCE
||'- 1 @ 17222110144

Common /Common/WF-AppWolumes_smp-demo_com 80 1 Dell-LTI Dell

| Enable | Disable | Remave |
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3.

C.

Verified that the AlwaysOn Microsoft SQL availability group status detected the down state of the primary replica server, and
failed over to the secondary

&3 08AGOL: hosted by SC-DBAO-02 (Replica role: Primary) ek

Availability group state: g Critical -— Critical (1), Warnings (3] start Falecer iizacd
Primary instance: SC-DBAD-02 ‘ut_:_m Always0On Health E_!gents .
Eabusr Pl Aut e Yiew Cluster Cucrum Information
Cluster state: SC-DBAQ (Mormal Quorum)
Availability replica:
| Name Role FailoverMode  Synchronization State  lssues :
€4 5C-DBAD-01 Secondary Automatic Mot Synchronizing Lritical (1]. Warnings (1]
@ 5C-DBAD-02 Primary Automatic Synchronized
Group by = @
A = LFip - Dyrheoipaionsiate.  Faloerkeadio | Sapec
SC-DBAO-01
I\ se_app_vals_1 SC-DBAD-DT Mot Synchronizing Data Loss Wamings {1)
U\ sc_app_vols_2 SC-DBADDI Mot Synchronizing Data Loss Wamings {1
SC-DBAC-02
I sc_app_vols_1 SC-DBADDZ Synchronized Mo Data Loss
i sc_zpp_vols_2 SC-DBADDZ Synchronized Mo Data Loss

Manual Actions Performed Upon Failover to App Volumes DR Environment

a.

Terminated transactional database replication from the production database to the DR database to ensure individuality of

database data
= 1 Replication
[ Local Publications
[ Local Subscriptions

Initiated a Rescan operation within App Volumes to ensure that all necessary datastore and database functions were
working properly

AppVolumes-02

Rescanning will verify the existence and current state of each AppStack on the datastore.
The scan only affects known AppStacks. Use the Import option when adding AppStacks.

O Perform in the background
®) Wait for completion

A Waming: The Ul will issue an emor after 10 minutes even if the task is still
processing.
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c. Enabled the VMware Horizon View Pool to allow View to power up the DR environment’s virtual desktops so that users

can use them

Deskiop Paols.
| addi. || Edit.. | |Delete... | | ~ Entitlemeants... | | ~ Status | |~ Access Group | I ~ More Commands
| Disable Besking Pool |
Filter | Find || Clear Rt
Cisable Provisioning...
i(a] Dizplay Name Uszer Assignment  vCenter Server Entitled Enabled
IE AppVol-BCDR-MM App Volumes BCP/OR (MM)  Automare Floating sc-ve-encitsmp! 2 "

:IE AppVol-BCDR-WF App Vaolumes BCR/DR (WF] Auromated Deskiop  vCenter (inked clons) Flaating

d. Powered up the DR environment’s RDS server

E [ SC-VC-EUCD2.smp-demo.com
=) EUC
= [£F RDS

(T | SC-EUC-RDS04|
= Eﬁ‘? View
= [£F Pools
= [£F AppVol-BCDR-WF

4. \Verification of App Volumes After Failover to the DR Environment

a. Refreshed the Volumes > AppStacks page to check AppStack attachment status

App VO[UITIES by vmware

DASHBOARD . | ) DIRECTORY INFRASTRUCTURE ACTIVITY

so-vo-euclZismp 2

CONFIGURATION

AppStacks Writables Attachments Assignments Applications

AppStacks Create App5Stack Import AppStacks

AppStacks can contain one or more applications. Select a row to view more details and perform actions.

SMP-DEMOAppVolsBCDR

Logout

Show s Filte|

|| Standard View v |

[+] Name Storage Status -« Created

[+] BCPOR-stack AppVolumes-02 Enabled Mar 11 2015
[+] W7x54-Cffice2013-20150301 AppVolumes-02 Enabled Mar 09 2015
[+] RDS-0ffice2013-20150301 AppVolumes-02 Enabled Mar 09 2015
[+] RDS-PuTTY AppVolumes-02 Enabled Feb 05 2015

Showing 1 to 4 of 4 AppStacks
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b. Verified that the previously verified AppStack from the production environment was functional within the DR environment

- Adobe Reader e U= )

File Edit View Window Help

@ @ @ Eﬂ‘ - || ,_“ T Tools : Sign = Comment

1

ADOBE" READER X

Open a Recent File Acrobat Online Services

% Open... Convert PDF to Word or Excel
@ Create PDF

<=L Share Files Using SendNow
g

@ Get Documents Signed

Add Notes to Your PDF File

Use the new Sticky Note and Highlighter
— toals to add comments to your POF
= documents,

Learn How

Note: The local policy of the DR pool’s parent image included a mandatory tiled background notifying the user that they were

using the DR environment
5. Verification of Read-Only App Volumes DR Environment

a. Attempted to assign an existing AppStack to a user

Confirm Assign x

Assign AppStack RDS-PuTTY to the following entity?

= SMP-DEMO\AppVolsBCDR (Appvolumes BCFIDR)

®) Attach AppStacks on next login or reboot

O Agtach AppStacks immediately

b. Received a red “Server Error” notification, and attempted change was not saved

App Volumes vy

£ Sorver Foe
Sedvar Efiol

DASHHOART 2 ; -2 TNFRAS TRUCTHRE AUIT

AppSiacks Wiksbles Aftachments Anshgmansits Applications

Assign AppStack: RDS-PuTTY

Seardh Active Lircctory for ¢ililes 1 assian 10 his Appiacic

Seaich Active Diractory. | appvolsbedr Cantaing| ] | m

| ‘Saarch af domains in the Active Diractary foeast

Htvoreineg 1 bo 7 ol 1 el JTTEESTET)

O Limn al these 1 speciic

Note: This error is to be expected when attempting to make changes within the DR environment,
as it is a read-only environment
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Disaster Recovery Variations

SMP also tested the following scenarios, and experienced the same level of success.

B The use of distinct namespaces for each App Volumes environment without
the use of the F5 Global Traffic Manager. This method required the App
Volumes Agents to be pointed at their individual App Volumes Manager
namespace, and the use of multiple App Volumes Manager namespaces for
administrative functions.

B The use of array-based storage replication between the production and DR
environment instead of using an SCP file transfer. This method required
similar storage in the production and DR environments, and the additional
step of triggering a storage failover in order for the replicated datastores to be
presented to Virtual Center within the DR environment.

Note: Array-based storage replication is the method that must be employed
for writable volumes. Writable volumes should reside on distinct datastores
apart from AppStack datastores. SQL transactional replication as detailed in
this document will also replicate assignment information for writable volumes.

B The use of two (2) EMC VNXe storage arrays afforded the ability to leverage
array based replication instead of the SCP file transfer. The configuration
used for the testing included two (2) NFS volumes per location. The VNXe
array replication was used to replicate one (1) of the volumes and leveraged
the AppVolumes Storage group to ensure consistency between the two (2)
datastores in each location. Lastly, we scripted the failure of a single site and

the “bring online” of the volumes in the DR location.

Disaster Recovery Conclusion

SMP validated that a configuration including multiple BCP-ready App Volumes “pods” with
datastore content synchronization, App Volumes Storage Groups, selective transactional
database replication, and F5 load balancing and traffic management functions very

well to ensure high availability of VMware’s App Volumes AppStacks in the event of a
disaster recovery situation. Manual processes included in this configuration are datastore
synchronization, and termination of the selective transactional database replication to ensure
that the DR environment cannot be affected by any changes in the production environment.
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