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Abstract

This meno descri bes how many vendors have sol ved the Generic Routing
Encapsul ation (GRE) fragnmentation problem The solution described
herein is configurable. It is widely deployed on the Internet inits
default configuration.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute

wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on February 13, 2015.
Copyright Notice

Copyright (c) 2014 |ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Legal
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
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include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. I nt roduction

Generic Routing Encapsul ation (GRE) [ RFC2784] [ RFC2890] can be used
to carry any network |ayer protocol over any network | ayer protocol.
GRE has been inplenmented by many vendors and is w dely deployed in
the Internet.

The GRE specification does not describe fragmentation procedures.
Lacki ng gui dance fromthe specification, vendors have devel oped

i mpl ement ati on-specific fragnentation solutions. A GRE tunnel wll
operate correctly only if its ingress and egress nodes support
compati ble fragmentation solutions. [RFC4459] describes severa
fragmentation solutions and evaluates their relative nerits.

This meno reviews the fragnentation solutions presented in [ RFC4459].
It al so describes how many vendors have solved the CGRE fragnmentation

problem The sol ution described herein is configurable, and has been
wi dely deployed in its default configuration.

This meno addresses point-to-point unicast GRE tunnels that carry

| Pv4, 1Pv6 or MPLS payloads. All other tunnel types are beyond the
scope of this docunent.
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1.1.

Ter ni nol ogy

The following ternms are specific to GRE and are taken from [ RFC2784]:

(0]

GRE delivery header - an I Pv4 or | Pv6 header whose source address
represents the GRE ingress node and whose destination address
represents the GRE egress node. The GRE delivery header

encapsul ates a GRE header.

GRE header - the GRE protocol header. The GRE header is
encapsul ated in the GRE delivery header and encapsul ates GRE
payl oad.

GRE payl oad - a network |ayer packet that is encapsul ated by the
GRE header. The GRE payl oad can be IPv4, |1Pv6 or MPLS

Procedures for encapsulating IPv4 and |Pv6 in GRE are described in
[ RFC2784] and [ RFC2890]. Procedures for encapsulating MPLS in GRE
are described in [ RFC4023]. While other protocols nmay be
delivered over GRE, they are beyond the scope of this docunent.

GRE delivery packet - A packet containing a GRE delivery header, a
GRE header, and GRE payl oad.

GRE payl oad header - the IPv4, 1Pv6 or MPLS header of the GRE
payl oad

GRE overhead - the combined size of the CGRE delivery header and
the GRE header, neasured in octets

The following terns are specific MU di scovery:

0

link MU (LMIU) - the maxi mumtransm ssion unit, i.e., maxi num
packet size in octets, that can be conveyed over a link. LMIUis
a unidirectional netric. A bidirectional link nmay be

characterized by one LMIU in the forward direction and anot her MIU
in the reverse direction

path MU (PMru) - the mnimum LMIU of all the links in a path

bet ween a source node and a destination node. |If the source and
destination node are connected through an equal cost nultipath
(ECVWP), the PMIU is equal to the m nimum LMIU of all 1inks

contributing to the multipath.

GRE MITU (GMIU) - the maxi numtransm ssion unit, i.e., nmaxinmm
packet size in octets, that can be conveyed over a GRE tunne

wi thout fragnentation of any kind. The GWITU is equal to the PMIU
associated with the path between the GRE ingress and the GRE
egress, mnus the GRE overhead
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o Path MIU Di scovery (PMIUD) - A procedure for dynanically
di scovering the PMIU between two nodes on the Internet. PMIUD
procedures for IPv4 are defined in [RFC1191]. PMIUD procedures
for 1Pv6 are defined in [ RFC1981].

The following terns are introduced by this nmeno:

o fragnmentable packet - An |IPv4 packet with DF-bit equal to 0 and
whose payload is | arger than 64 bytes

o | CwW Packet Too Big (PTB) nmessage - an | CMPv4 [ RFC0792]
Destination Unreachabl e message with code equal to 4
(fragnmentati on needed and DF set) or an | CMPv6 [ RFC4443] Packet
Too Bi g nessage

2. Sol utions
2.1. RFC 4459 Sol utions

Section 3 of [RFC4459] identifies several tunnel fragnentation
solutions. These solutions define procedures to be invoked when the
tunnel ingress router receives a packet so large that it cannot be
forwarded though the tunnel w thout fragnentation of any kind. Wen
applied to GRE, these procedures are:

1. Discard the incom ng packet and send an | CMP PTB nmessage to the
i ncom ng packet’s source

2. Fragnment the incom ng packet and encapsul ate each fragnent wthin
a conpl ete GRE header and GRE delivery header.

3. Encapsul ate the incom ng packet in a single GRE header and GRE
delivery header. Performsource fragnmentation on the resulting
GRE del i very packet.

As per RFC 4459, Strategy 2) is applicable only when the inconing
packet is fragmentable. Al so as per RFC 4459, each strategy has its
relative nerits and costs.

2.2. A Wdel y-Depl oyed Sol ution
Many vendors have inplemented a configurable GRE fragmentation
solution. Inits default configuration, the solution behaves as
fol | ows:

0 When the GRE ingress node receives a fragnentable packet with
Il ength greater than the GMIU, it fragnents the i ncom ng packet and
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encapsul ates each fragnent within a conpl ete GRE header and GRE
del i very header.

0 When the GRE ingress node receives a non-fragnentabl e packet with
Il ength greater than the GWITY, it discards the packet and send an
| CMP PTB nessage to the packet’s source

0 When the GRE egress node receives a CGRE delivery packet fragnent,
it silently discards the fragment, without attenpting to
reassenbl e the GRE delivery packet to which the fragnment bel ongs

In non-default configurations, the GRE i ngress node can execute any
of the procedures defined in RFC 4459.

The sol ution described above is wi dely-deployed on the Internet in
its default configuration

3. Inplenmentation Details

This section describes how many vendors have inpl enented the sol ution
descri bed in Section 2.2.

3.1. Cenera

The GRE ingress nodes satisfy all of the requirenments stated in
[ RFC2784] .

3.2. GRE MIU (GuwrU) Estinmation and Di scovery

GRE i ngress nodes support a configuration option that associates a
GVMTU with a GRE tunnel. By default, GWITU is equal to the MIU
associated with next-hop toward the GRE egress node minus the GRE
over head.

Typically, GRE ingress nodes further refine their GMIU estimate by
executing PMIUD procedures. However, if an inplenentation supports
PMIUD for GRE tunnels, it also includes a configuration option that
di sabl es PMIUD. This configuration option is required to mtigate
certain denial of service attacks (see Section 5).

The ingress node’s GMTU estinmate will not always reflect the actua
GMIU. It is only an estimate. When a tunnel’s GMIU changes, the

tunnel ingress node will not discover that change inmediately.

Li kewi se, if the ingress node performs PMIUD procedures and tunne

interior nodes cannot deliver |ICWP feedback to the tunnel ingress,
GVITU estimates nay be inaccurate.
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3.3. GRE Ingress Node Procedures

This section defines procedures that GRE i ngress nodes execute when
they receive a packet whose size is greater than the rel evant GVIU

3.3.1. Procedures Affecting the GRE Payl oad
3.3.1.1. 1Pv4 Payl oads

By default, if the payload is fragnentabl e, the GRE i ngress node
fragments the incom ng packet and encapsul ates each fragment within a
conmpl ete GRE header and GRE delivery header. Therefore, the GRE
egress node receives several conplete, non-fragnented delivery
packets. Each delivery packet contains a fragnent of the GRE

payl oad. The CGRE egress node forwards the payload fragments to their
ultimte destination where they are reassenbl ed.

Al so by default, if the payload is not fragnmentable, the GRE ingress
node di scards the packet and sends an | CMPv4 Destination Unreachabl e
message to the packet’s source. The | CMPv4 Destination Unreachabl e
message code equals 4 (fragnmentation needed and DF set). The | CWPv4
Destination Unreachabl e nessage al so contai ns an Next-hop MIU (as
specified by [RFC1191]) and the next-hop MU is equal to the GMIU
associ ated with the tunnel

The GRE ingress node supports a non-default configuration option that
i nvokes an alternative behavior. |If that option is configured, the
GRE i ngress node fragnments the delivery header. See Section 3.3.2
for details.

3.3.1.2. 1Pv6 Payl oads
By default, the GRE ingress node discards the packet and send an
| CMPv6 [ RFC4443] Packet Too Big nessage to the payl oad source. The
MIU specified in the Packet Too Big nessage is equal to the GMIU
associ ated with the tunnel

The GRE ingress node supports a non-default configuration option that

i nvokes an alternative behavior. |If that option is configured, the
GRE i ngress node fragnents the delivery header. See Section 3.3.2 for
detail s.

3.3.1.3. MPLS Payl oads

By default, the GRE ingress node discards the packet. As it is
impossible to reliably identify the payl oad source, the GRE ingress
node does not attenpt to send an | CMP PTB nessage to the payl oad
sour ce.
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The CRE ingress node supports a non-default configuration option that
i nvokes an alternative behavior. |If that option is configured, the
GRE ingress node fragments the delivery header. See Section 3.3.2.

3.3.2. Procedures Affecting The GRE Deliver Header
3.3.2.1. Tunneling GRE Over |Pv4

By default, the GRE ingress node does not fragnment delivery packets.
However, the GRE ingress node includes a configuration option that
al | ows delivery packet fragnentation

By default, the GRE ingress node sets the DF-bit in the delivery
header to 1 (Don't Fragnent). However, the GRE ingress node al so
supports a configuration option that invokes the foll ow ng behavior

o0 when the GRE payload is I Pv6, the DF-bit on the delivery header is
set to O (Fragnents All owed)

0 when the GRE payload is IPv4, the DF-bit is copied fromthe
payl oad header to the delivery header

When the DF-bit on an I Pv4 delivery header is set to 0, the GRE
delivery packet can be fragnented by any node between the GRE ingress
and the GRE egress.

If the delivery packet is fragnented, it is reassenbled by the GRE
egress.

3.3.2.2. Tunneling GRE Over |Pv6
By default, the GRE ingress node does not fragnment delivery packets.
However, the GRE ingress node includes a configuration option that
allows this.

If the delivery packet is fragmented, it is reassenbled by the CRE
egress.

3.4. GRE Egress Node Procedures
By default, the GRE egress node silently discards GRE delivery packet
fragments, without attenpting to reassenble the GRE delivery packets
to which the fragnents bel ongs.

However, the GRE egress node supports a configuration option that
allows it to reassenble GRE delivery packets.

Boni ca, et al. Expi res February 13, 2015 [ Page 7]



Internet-Draft GRE Fragnentation August 2014

4. | ANA Consi derations
Thi s docunment nmakes no request of | ANA
5. Security Considerations

In the CRE fragmentation solution described above, either the GRE
payl oad or the GRE delivery packet can be fragnented. |If the GRE
payl oad is fragnented, it is typically reassenbled at its ultimate
destination. |If the CGRE delivery packet is fragnented, it is
typically reassenbled at the GRE egress node.

The packet reassenmbly process is resource intensive and vul nerable to
several denial of service attacks. |In the sinplest attack, the
attacker sends fragnented packets nore quickly than the victimcan
reassenble them In a variation on that attack, the first fragnent
of each packet is missing, so that no packet can ever be reassenbl ed

G ven that the packet reassenbly process is resource intensive and
vul nerabl e to denial of service attacks, operators should decide
where reassenbly process is best perfornmed. Having nade that

deci sion, they should decide whether to fragnent the GRE payl oad or
GRE delivery packet, accordingly.

PMIU Di scovery is vulnerable to two denial of service attacks (see
Section 8 of [RFC1191] for details). Both attacks are based upon on
a malicious party sending forged | CMPv4 Destinati on Unreachabl e or

| CMPv6 Packet Too Big nessages to a host. |In the first attack, the
forged nessage indicates an inordinately small PMIU. | n the second
attack, the forged message indicates an inordinately large MU In

bot h cases, throughput is adversely affected. On order to nitigate
such attacks, GRE inplenmentations includes a configuration option to
di sabl e PMIU di scovery on GRE tunnels. Also, they can include a
configuration option that conditions the behavior of PMIUD to
establish a m ni rum PMIU
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It is getting popular to running data applications over genera
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1. Introduction

The need of running network data processing functions over genera
pur pose hardware/ chipset (e.g., X86, PPC, etc) is multi-folded.

1. Decoupling software functions fromhardware. Traditional network
devices are built upon dedi cated or deep custonized hardware and
chipsets. This way restricts the flexibility of both service
provi ders and network operators.

2. Network Function Virtualization (NFV). NFVis an initiative of
ETSI to virtualize the network functions to the overlay on top of
the virtualization layer. 1t provides network elasticity in that
the network functions can be scal ed up/ down according to the
traffic load. NFV solutions often bundle with the virtua
swi tches to provide VM VM communi cati ons. Theses virtua
swi tches are running on top of the servers that bear the network
functions. Therefore, the need to accelerate the data processing
efficiency is indispensable.

3. Service Tine-to-Market . Via the software and hardware
decoupling, the speed to provide new services (TTM is greatly
enhanced. Since nore and nore services would like to have the
nmost convenient time to market, they would also like to nove data
processing functions on top of general purpose hardware/chipsets.
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3.

4. Capex and Opex pressure. Having the network functions running
over general purpose device will help operators to cut down their
Capex and Opex.

5. Cost-performance targets: software devel opnent, debug and
integration is sinplified; processor resource utilization is
i mproved because the control plane and data plane can be
distributed anong cores with greater flexibility; devel opnment
schedul e risk is mnimzed and software mai ntenance i s nuch
easier with a commobn code base and a singl e devel opnent
envi ronment .

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

DPA Fr anewor k

NF (Network Function): A functional building block within an
operator’s network infrastructure, which has well-defined externa
interfaces and a well-defined functional behaviour. Note that the
totality of all network functions constitutes the entire network and
services infrastructure of an operator/service provider. In
practical terms, a Network Function is today often a network node or
physi cal appliance. [Quoted from ETSI NFV]

1. Franmework

The framework is depicted in Figure 1. FrameworKk.
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Figure 1

3.2. Conponents
The DPA may include the followi ng conponents.

Menory/ Buf fer Manager. The Menory/Buffer Manager is responsible for
al | ocati ng NUMA- aware pools of objects in menory and bal anci ng nmenory
bandwi dth utilization across the channels. Such nanagenment can
significantly reduces the anount of tine the operating system nust
spend al l ocating and de-all ocating buffers.

Queue Manager. The Queue Manager is responsible for queue
scheduling. The ultimate goal of the Queue Manager is to allow
different software conponents to process packets, while avoiding
unnecessary wait tines.

Flow O assification. The Flow d assification conponent is an
ef ficient mechani smfor generating a hash used to quickly conbine
packets into flows, which enables faster processing and greater

t hr oughput .

Poll Mbde Drivers. The Poll Mde Drivers is capabl e of speeding up
t he packet pipeline for 1 GbE and 10 GbE et hernet controllers by
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receiving and transmitting packets wi thout the use of asynchronous,
i nterrupt- based signaling mechani sms, which have a | ot of overhead.

Envi ronment Abstraction Layer. The Environnent Abstraction Layer
provi des an abstraction to platformspecific initialization code,

whi ch eases application porting effort. The EAL provi des access to

| ow| evel resources (hardware, nmenory space, |ogical cores, etc.)
through a generic interface that hides the environnent specifics from
the applications and libraries.

3.3. Protocol Portfolio

On one hand, for the data plane, DPA should provide an efficient
stack for common protocols utilized by various internet applications,
including but not Iimted to:

1. Link layer: Layer 2 switch, VLAN

2. Network layer: |IPv4 and | Pv6 for packet routing; MPLS and GRE/ GTP
for tunneled routing; IPsec, TLS/DTLS, NAT and QoS support for
security and rmanagenent features

3. Transport |ayer: SCTP/ MPTCP as well as TCP and UDP, for nulti-
hom ng/streamtraffic

4. Application layer: SSL termination for renote admnistration of
virtual i zed device

On the other hand, for the control plane, DPA should provide an
efficient stack for conmon protocols utilized by various network

devi ces/|1 SPs for inproved operation and Managenent, incl uding:
Net Fl ow, sFlow, |PFIX, SPAN, RSPAN for VMtraffic nonitory, LACP, STP
and openflow for L2/L3 managenent.

4, Existing Wrk - Intel DPDK
This section introduces DPDK [ DPDK] .

Intel Data Pl ane Devel opnment Kit (DPDK) is a set of libraries and
drivers for fast packet processing on x86 platforns. It runs nostly
in Linux userland. The idea of DPDK has significantly advanced the
concept of consolidation of data and control planes on a genera

pur pose processor. Such idea greatly boosts packet processing
performance and throughput by providing Intel architecture-optim zed
libraries to accelerate L3 forwarding, yielding performance that
scales linearly with the nunber of cores, in contrast to native

Li nux.
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The Intel DPDK contains a growi ng number of libraries, whose source
code is available for developers to use and/or nodify in a production
network el ement. Likew se, there are various usecase exanples, such
as L3 forwarding, |load balancing, and tiners, that hel p reduce

devel opnent tine. The libraries can be used to build applications
based on "run-to conpletion” or "pipeline" nodels, enabling the

equi prent provider’s application to maintain conplete control

the Intel DPDK software is also available to aid in the devel opnent
of I/Ointensive applications running in a virtualized environnent.
This conbination allows application devel opers to achieve near-native
per f or mance.

The Intel DPDK provides a sinple framework for fast packet processing
in data plane application. Developers may use the code to understand
some of the techniques enployed, to build upon for prototyping, or to
add their own protocol stacks. SR 10OV features are al so used for
hadwar e-based |/O sharing in I/O virtualization (10OV) node.

Therefore, it is possible to partition intel 82599 10 Gb Et hernet
controller NIC resources logically and expose themto a VM as a
virtual function

Furt hernmore, 6W ND has devel oped a nunber of val ue-added enhancenents
to the Intel DPDK library that provide increased systemfunctionality
and performance conpared to the baseline software. These val ue-added
enhancenents include the foll owi ng aspects.

Hi ge- performance software crypto support, inplenented via the Intel
Advanced Encryption Standard New I nstructions (Intel AES-N) in the
Intel Xeon processor E5600 series and E5-2600 v2 series.

Devi ce monitoring and statistics functions,such as Linux Ethtool MIU
support, full RX/ TX queue statistics and CRC error statistics, which
enabl e i nproved system | evel profiling, analysis and debug.

Support for additional Network Interface Cards(N Cs), such as the
Intel 82571EB G babit Ethernet controller, beyond those supported in
the baseline Intel DPDK |ibrary.

6W ND al so provides a range of optional add-on extensions to the
Intel DPDK designed to inprove the cost/performance of both physica
and virtual networking appliances while enabling the use of the intel
DPDK i n software-defined networks. These optional add-ons include:

| Psec accel eration, achieved through integration of the Intel Milti-
buffer Crypto for IPSec library;
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Crypto accel eration via support of an external accelerator, the Intel
Conmruni cati ons Chi pset 89xx series, which is part of Intel’s next-
generati on comuni cations pl atform codenaned "Crystal Forest”

Virtualization-rel ated enhancenents that naxi m ze system perfornmance
by renoving key 1/ 0O and comuni cation bottl enecks incl ude:

1. /O Virtualization(lOV), an industry-standard approach for
i ncreasing the performance of virtual network appliances by
bypassing the virtual switch within the hypervisor, thus renoving
the 1/0O perfornance constraints inposed by the virtual swtch

2. Avirtual NNC(vNIC) driver that |everages conmuni cati on between
virtual machines via the virtual switch, enabling the efficient
devel opment and provi sioning of systens with nultiple VMs and
significant East-Wst network traffic.

3. For systemthat require the ultimate | evel of perfornance for
East- West traffic between VMs, a VMto-VMdriver enables direct
VM t 0o- VM conmuni cati on, bypassing the virtual switch while
remaining fully conpatible with industry-standard hypervisors.

These I ntel DPDK enhancenents and optional add-ons are nmaintained by
6W ND as private branch, regularly synchronized with Intel’s on-going
rel eases of the baseline library. They are delivered to custoners
either as a stand alone library or, for applications that also

requi re high- performance packet processing software, and integrated
within the 6WNDGate software sol ution

The 6W NDGat e packet processing software is designed to solve the
probl em of exploiting the potential packet processing performance of
mul ti core processor through a fast pth-based architecture, while

i ncorporating a conprehensive set of high performance networking
protocols fully optim zed for intel Xeon processor-based platforns.

5. Open Questions to | ETF

| ETF has been design Layer 2&3 protocols, and nost of themare

dedi cated to data plane processing. The efficient inplenentation of
protocol and tailoring themfor specific hardware/chi psets have not
been consi dered as nmin-stream | ETF work (there are indeed sone
thread anyway, e.g. tailor for MM. But to nake |ETF protocols as
efficient as possible is definitely within the scope of |ETF. Bel ow
are sone di scussion of open questions to IETF w.r.t. the data plane
process accel eration topic.

1. Inportance. The gane changing initiatives already started. NFV
and further virtualization and decoupling practices are
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happeni ng. Before the questions have been ported to specialized
hardware, but now the industry is changing the gane. Do it need
t he standardi zati on col | aborati on?

2. Relevance. As we authors believe it, to nake | ETF protocols as
efficient as possible is definitely within the scope of |ETF.
Al t hough inpl ementation techniques are nostly software
engi neering practice and have no business with any SDOs, the
abstract APl design and exposure of |ower |layer capability wll
definitely benefit the data plane processing efficiency.

3. Necessity. Now that DPDK is already open source. But the
experience in DPDK can feedback to | ETF on how to inprove the
protocol design in pronoting data plane accel eration
ef fecti veness.
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Abst ract

Thi s docunent describes a new nechani smthat can be used to reduce
the need for human intervention during DNS authenticati on and secure
DNS aut hentication in various scenari os such as the DNS

aut hentication of resolvers to stub resolvers, authentication during
zone transfers, authentication of root DNS servers to recursive DNS
servers, and authentication during the FQDN (RFC 4703) update.

Especially in the |ast scenario, i.e., FQN, if the node uses the

Nei ghbor Di scovery Protocol (NDP) (RFC 4861, RFC 4862), unlike the
Dynam ¢ Host Configuration Protocol (DHCP) (RFC 3315), the node has
no way of updating his FQDN records on the DNS and has no neans for a
secure authentication with the DNS server. Wiile this is a major

probl emin NDP-enabl ed networks, this is a minor problemin DHCPv6.
This is because the DHCP server updates the FQDN records on behal f of
the nodes on the network. This docunment al so introduces a possible
algorithm for DNS data confidentiality.
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Task Force (I ETF). Note that other groups nmay al so distribute working
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at http://datatracker.ietf.org/drafts/current.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
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time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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1.

1.

I nt roduction

Transaction Sl Grature (TSIG [RFC2845] is a protocol that provides
endpoi nt authentication and data integrity through the use of one-way
hashi ng and shared secret keys in order to establish a trust

rel ati onshi p between two/ group of hosts, which can be either a client
and a server, or two servers. The TSI G keys, which are manual ly
exchanged between a group of hosts, need to be maintained in a secure
manner. This protocol is today nostly used to secure a Dynamic
Update, or to give assurance to the slave nane server that the zone
transfer is fromthe original master name server and that it has not
been spoofed by hackers. It does this by verifying the signature
using a cryptographic key that is shared with the receiver.

But, handling this shared secret in a secure manner and exchangi ng
it, does not seemto be easy. This is especially true if the IP
addresses are dynanic due to privacy reasons or the shared secret is
exposed to attacker. To address the existing problens with TSIG this
docunent proposes the use of Cryptographically Generated Addresses
(CGA) [RFC3972] or Secure Sinple Addressing Schenme for |Pv6

Aut hoconfiguration (SSAS) as a new algorithmin the TSI G Resource
Record (RR). CGA is an inportant option available in Secure Nei ghbor
Di scovery (SeND) [RFC3971], which provides nodes with the necessary
proof of |P address ownership by providing a cryptographic binding
between a host?s public key and its | P address wi thout the need for
the introduction of a new infrastructure.

This docunent al so addresses the DNS data confidentiality by using
both asymetric and symetric cryptography as well as data integrity.
Thi s docunent updates the follow ng sections in TSI G docunent

- section 4.2: The server MJST not generate a signed response to an
unsi gned request => The server MJST not generate a signed response to
an unsi gned request, unless the Algorithm Nane fil ed contains

CGA- TSI G

- Section 4.5.2: It MJST include the client’s current tine in the
time signed field, the server’s current tine (a u_int48_t) in the
other data field, and 6 in the other data length field => It MJST
include the client’s current tinme in the tine signed field, the
server’s current tine (a u_int48 t) in the other data field, and if
the Algorithm Name is CGA-TSIG then add the Iength of this client?s
current time to the total length of Ot her DATA field. The client?s
current time in this case will be placed after the CGA-TSI G Dat a.

1. Pr obl em St at enent

The aut hentication during any DNS query process is solely based on
the source | P address when no secure nechanismis in use either
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during the DNS update (zone transfer, FQN update) or during the DNS
query resol ving process. This nakes the DNS query process vul nerable
to several types of spoofing attacks -- man in the mddle, source IP
spoofing, etc. One exanple is the problemthat exists between a
client and a DNS resolver. Wen a client sends a DNS query to a
resol ver, an attacker can send a response to this client containing
t he spoofed source | P address for this resolver. The client checks
the resolver’s source | P address for authentication. If the attacker
spoofed the resolver’s I P address, and if the attacker responds
faster than the legitimte resolver, then the client’s cache will be
updated with the attacker’'s response. The client does not have any
way to authenticate the resolver

I f DNSSEC (RFC 6840) or TSI G as a security nechanismis in use, then
the problem woul d be the manual step required for the configuration
For instance, when a DNSSEC needs to sign the zone offline. The
public key verification in DNSSEC creates chicken and eggs situation
In other words, the key for verifying nmessages shoul d be obtai ned
from DNSSEC server itself. This is why the query requestor needed to
ask other DNS servers up to top level in root to be able to verify
the key. If this does not happen, DNSSEC is vul nerable to I P spoofing
attack. This problemcould easily be handled by the use of CGA-TSI G
as a neans of providing the proof of |P address ownership.

If TSIGis in use, the shared secret exchange is done offline.
Currently there is little deploynment of TSIG for resol ver

aut hentication with clients. One reason is that resolvers respond to
anonynous queries and can be located in any part of the network. A
second reason is that the manual TSI G process nakes it difficult to
configure each new client with the shared secret of the resolver
Anot her catastrophic problemw th TSI G woul d be when this shared
secret, that is shared between a group of hosts, |eaks and makes it
necessary to repeat this nmanual step. The reason is, that for each
group of hosts there needs to be one shared secret and the

adm nistrator will need to nmanually add it to the DNS configuration
file for each of these hosts. This manual process will need to be

i nvoked in the case where one of these hosts is conpronised and the
shared secret is well known to the attacker. It will also have to be
i nvoked in the case where any of these hosts needs to change their IP
addr esses, because of different reasons such as privacy issues, as
expl ained in RFC 4941 [ RFC4941], or when noving to anot her subnet
within the sane network, etc. Therefore, the problemthat exists
today with the authentication processes used in different scenarios
is what this docunent addresses. The various scenarios include

aut henti cation during zone transfer, authentication of the nodes
during DNS query resolving and aut hentication during updating PTR and
FQDN (RFC 4703).

Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
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"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

In this docunment, these words will appear with that interpretation
only when in ALL CAPS. Lower case uses of these words are not to be
interpreted as carrying RFC 2119 significance.

=> This sign in the docunment should be interpreted as "change to".

3. Term nol ogy
The ternms used in this docunent have the follow ng standard neaning:
- Nane server: A server that supports DNS service

- Resolver/recursive DNS server: A resolver/recursive name server
responds to queries where the query does not contain an entry for the
node in its database. It first checks its own records and cache for
the answer to the query and then, if it cannot find an answer there,
it may recursively query nanme servers higher up in the hierarchy and
then pass the response back to the originator of the query. This is
known as a recursive query or recursive | ookup

- Stub resolver: A specific kind of DNS resolver that is unable to
resolve the queries recursively. So, it relies on a recursive DNS
resol ver to resolve the queries

- Authoritative: An authoritative nanme server provides the answers to
DNS queries. For exanple, it would respond to a query about a mail
server | P address or website | P address. It provides original
first-hand, definitive answers (authoritative answers) to DNS
queries. It does not provide 'just cached answers that were obtained
from anot her nane server. Therefore it only returns answers to
queries about domain names that are installed in its system
configuration.

There are two types of Authoritative Nane Servers:

1. Mast er server (primary nane server): A naster server stores the
original naster copies of all zone records. A host naster is only

all owed to change the naster server?s zone records. Each slave server
gets updated via a special automatic updating nechanismw thin the
DNS protocol. Al slave servers maintain identical copies of the

mast er records

2. Sl ave server (secondary nane server): A slave server is an exact
replica of the naster server. It is used to share the DNS server’s
load and to i nprove DNS zone availability in cases where the naster
server fails. It is recomended that there be at |east 2 slave
servers and one master server for each domain nane.

Rafiee, et al. Expi res August 15, 2014 [ Page 6]



I NTERNET DRAFT TSIG using CGA in | Pv6 February 15, 2014

- Root DNS server: An authoritative DNS server for a specific root
domai n. For exanple, .com

- Cient: a client can be any conputer (server, |aptop, etc) that
only supports stub DNS servers and not other DNS services. It can be
a mail server, web server or a |l aptop conputer.

- Node: a node can be anything such as a client, a DNS server
(resolver, authoritative) or a router.

- Host: all nodes except routers

4. Al gorithm overview

The follow ng sections explain the use of CGA or any other future
algorithmin place of CGA for securing the DNS process by adding a
CGA- TSI G data structure as an option to the TSI G Resource Record
(RR).

4.1. The CGA-TSI G DATA structure

The CGA-TSI G data structure SHOULD be added to the O her DATA section
of the RDATA field in the TSI G Resource Record (RR) (see figures 1
and 2). The DNS RRTYPE MJUST be set to TSI G [ RFC2845]. The RDATA

Al gorithm Nane MJUST be set to CGA-TSIG The Nane MJUST be set to root
(.).This is the snall est possible value that can be used. The MAC
Size MIUST be set to 0. A detailed explanation of the standard RDATA
fields can be found in section 2.3 RFC 2845. This docunent focuses
only on the new structure added to the O her DATA section. These new
fields are CGA-TSI G Len and CGA-TSI G DATA. The TSIG RR is added to an
addi tional section of the DNS nessage. |f another algorithmis used
in place of CGA for SeND, such as SSAS [4 , 5], then the CGA-TSI G Len
will be the length for the paranmeters of this algorithmand CGA-TSI G
DATA will consist of the parameters required for verification of that
algorithm 1like signature, public key, etc.

oo m e e e e e e e e e e e e e e eeeooo oo +
[ Al gorithm Nane [
[ (CGA-TSI G [
S +
| Ti me Si gned |
I I
oo m e e e e e e e e e e e e e e eeeooo oo +
[ Fudge |
I I
S +
[ MAC Si ze [
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T T YSSS +
I Mac I
I I
o mmm e e e e e e e e e e e e e e mm e e aa oo +
[ Oiginal ID [
I I
T +
| Error [
I I
o mmm e e e e e e e e e e e e e e mm e e aa oo +
[ OTHER LEN [
I I
T +
[ OTHER DATA [
I I
o mmm e e e e e e e e e e e e e e mm e e aa oo +

Figure 1 Modi fied TSI G RDATA

The CGA- TSI G DATA Field and the CGA-TSIG Len will occupy the first
two slots of Other DATA. Figure 2 shows the layout. Any extra
options/data should be placed after CGA-TSIG field. CGA-TSIG Len is
the length of CGA-TSI G DATA in byte. This value is nmultiple of 8.

| CGA- TSI G Len |
| (1 byte) |

o m e e e e e e e e e e e e e e e e mo— oo +
Fi gure 2 O her DATA section of RDATA field

CGA- TSI G DATA Fi el d Nane Data Type Not es

Al gorithmtype uintlé_t I ANA nureric val ue of

the al gorithm
for RSA 1.2.840.113549.1.1.1

type u_intl6_t Nanme of the algorithmused in
SEND

IP tag 16 octet the tag used to identify the IP
addr ess

Paraneters Len Cct et the Il ength of CGA parameters

Par anet er s vari abl e CGA parameters Section 3 RFC 3972

Si gnature Len Cct et the I ength of CGA signature

Si gnature vari abl e Section 3.2.1 This docunent

ol d pubkey Len vari abl e the Il ength of old public key
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4.

2

field
ol d pubkey vari abl e ad public key in ASN. 1 DER
format (the sanme format as public key)
old Signature Len vari abl e the length of old signature field
old Signature vari abl e A d signature generated by old
public key.

Type indicates the Interface I D generation algorithmthat was used in
SeND (An Interface IDis the 64 leftnost bits of an I Pv6 address.).
This field allows for the use of future, optional algorithns in SeND.
The default value for CGAis 1. The IPtag is a node’s old IP
address. A client’s public key can be associated with several IP
addresses on a server. The DNS server, or the DNS nessage verifier
node, SHOULD store the | P addresses and the public keys so as to
indicate their association to each other. If a client wants to add
RRs to the server by using a new | P address, then the IP tag field
will be set to binary zeroes. The server will then store the new IP
address that was passed to it in storage. If the client wants to
replace an existing IP address in a DNS server with a new one, then
the 1P tag field will be populated with the I P address which is to be
repl aced. The DNS server will then look for the I P address referenced
by the IP tag stored in its storage and replace that | P address with
the new one. This enables the client to update his own RRs using
multiple | P addresses while, at the sane tinme, giving himthe ability
to change I P addresses. If a node changes its public key in order to
mai ntain privacy, then it MJST add the old public key to the old
pubkey field. It MJST also retrieve the current time from Time Signed
field, sign it using the old private key, and then add the di gest
(signature) to the old signature field. This enables the verifier
node to authenticate a host with a new public key. The detail ed
verification steps are explained in sections 5.1, 6.1 and 7.1

Cenerati on of CGA- TSI G DATA

In order to use CGA-TSI G as an aut hentication approach, some of the
paraneters need to be cached during | P address generation. If no
paraneters are available in cache, please see section 8. If the Type
(section 4.1) is CGA, then the paraneters that SHOULD be cached are
the nodifier, algorithmtype, |ocation of the public/private keys and
the I P addresses of this host generated by the use of CGA

1. Obtain required paraneters from cache.

The CGA-TSIG algorithmobtains the old | P address, nodifier, subnet
prefix, collision count and public key fromcache. It concatenates
the old I P address with the CGA paraneters, i.e., nodifier, subnet
prefix, collision count, public key (the order of CGA paraneters are
shown in section 3 RFC 3972). If the old IP address is not avail abl e,
then CGA-TSI G nust set the old I P address (IP tag) to zero.
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Note: If the node is a DNS server (resolver or authoritative DNS
server) which does not support SeND, but wants to use CGA-TSI G
algorithm then it is possible to use a script to generate the CGA
paraneters, which are needed to manually configure this server’'s IP
address. Then this server can nake use these paranmeters for

aut henti cati on purposes.

oo m e e e e e e e e e e e e e e eeeooo oo +
I Type I
I I
o m e e e e e e e e e e e e e e e e e e e +
[ I P tag [
[ (16 bytes) [
oo m e e e e e e e e e e e e e e eeeooo oo +
[ Par aneter Len [
I (1 byte) I
o m e e e e e e e e e e e e e e e e e e e +
| Par anet er s |
[ (vari abl e) [
oo m e e e e e e e e e e e e e e eeeooo oo +
[ Signature Len [
I (1 byte) I
o m e e e e e e e e e e e e e e e e e e e +
| Si gnature |
[ (vari abl e) [
oo m e e e e e e e e e e e e e e eeeooo oo +
| ol d pubkey Len |
I (1 byte) I
o m e e e e e e e e e e e e e e e e e e e +
| ol d pubkey |
[ (vari abl e) [
oo m e e e e e e e e e e e e e e eeeooo oo +
[ old Signature Len [
I (1 byte) I
o m e e e e e e e e e e e e e e e e e e e +
| old Signature |
[ (vari abl e) [
oo m e e e e e e e e e e e e e e eeeooo oo +

Fi gure 3 CGA-TSI G DATA Field

2. Cenerate signature

For signature generation, The 128-bit CGA Message Type tag val ue for
SeND that is Ox086F CASE 10B2 00C9 9C8C E001 6427 7C08, is
concatenated with the whole DNS nessage from Type to additional data
sections (Please refer to figure 4 and figure 5) excluding the
signature fields itself in the CGA-TSI G DATA is signed by using a RSA
algorithm by default, or any future algorithmused in place of RSA
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and the private key which was obtained fromcache in the first step.
This signature nust be added to the signature field of the CGA-TSIG
DATA. Tine Signed is the same timestanp as is used in RDATA. This
val ue is the nunber of seconds since 1 January 1970 in UTC obt ai ned
fromthe signature generator. This approach will prevent replay
attacks by changing the content of the signature each tine a node
wants to send a DNS nessage. The format of DNS nmessages is explai ned
in section 4.1.3 RFC 1035 [ RFC1035]. Figure 6 shows this signature.

| Type | Lengt h| Reser ved|
| 1byte| 1 byte| 1 byte |

| Header |
| 12 bytes |

| Zone section |
[ variabl e I ength [

| prerequisite |
| variable length

| Updat e section |
[ variabl e I ength [

| Addi tional Data
| variable length

| Type | Lengt h| Reserved|
| Ibyte| 1 byte| 1 byte |

T +
[ Header |
| 12 bytes |
e e e e e e e e o +
[ Question [
| variable |l ength

e +
[ Answer [
| variable length |
e e e e e e e e o +
[ Aut hority [
| variable |l ength

e +

[ Additional Data |
| variable length |

Figure 5 DNS Query nessage (section 4.1 RFC 1035)
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| CGA nessage tag |
| 16 bytes |

| DNS nessage [
| (excl udi ng |
| signature fields

|in CGA-TSI G DATA) |
e +

Fi gure 6 CGA-TSI G Signature content
3. Cenerate old signature

If the nodes generated new key pairs, then they need to add the old
public key and nessage, signed by the old private key, to CGA-TSIG
DATA. A node will retrieve the tinmestanp fromTinme Signed, will use
the old private key to sign it, and then will add the content of this
signature to the old signature field of CGA-TSI G DATA. This step MJST
be ski pped when the node did not generate new key pairs.

5. Authentication during Zone Transfer

This section discusses the use of CGA-TSIG for the authentication of
two DNS servers (a naster and a slave). In the case of processing a
DNS update for nultiple DNS servers (authentication of two DNS
servers), there are two possible scenarios with regard to the

aut henti cation process, which differs fromthat of the authentication
of a node (client) with one DNS server. This is because of the need
for human intervention.

a. Add the DNS servers’ |P address to a slave configuration file

A DNS server administrator should only manually add the | P address of
the master DNS server to the configuration file of the slave DNS
server. Wien the DNS update message is processed, the slave DNS
server can authenticate the master DNS server based on the source IP
address and then, prove the ownership of this address by use of the
CGA-TSI G option fromthe TSIG RR This scenario will be valid until
the I P address in any of these DNS servers, changes.

To automate this process, the sender’s public key of the DNS Update
message nmust be saved on the other DNS server, after the source IP
address has been successfully verified for the first tinme. In this
case, when the sender generates a new | P address by executing the CGA
al gorithmusing the sane public key, the other DNS server can stil
verify it and add its new | P address to the DNS configuration file
aut omati cal l y.
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b. Retrieve public/private keys froma third party Trusted Authority
(TA)

The message exchange option of SeND [ RFC3971] nmay be used for the
retrieval of the third party certificate. This nmay be done
automatically fromthe TA by using the Certificate Path Solicitation
and the Certificate Path Advertisenent nessages. Like in scenario b,
the certificate should be saved on the DNS server for later use for
the generation of its address or for the DNS update process. In this
case, whenever any of these servers want to generate a new | P
address, then the DNS update process can be acconplished
automatically wi thout the need for human intervention.

5.1. Verification process

Sender authentication is necessary in order to prevent attackers from
maki ng unaut hori zed nodifications to DNS servers through the use of
spoof ed DNS nessages. The verification process executes the foll ow ng
st eps:

1. Verify the signature

The signature contained in CGA-TSI G DATA shoul d be verified. This can
be done by retrieving the public key and signature from CGA- TSI G DATA
and using this public key to verify the signature. If the
verification process is successful, then step 2 will be executed. If
the verification fails, then the nessage should be di scarded w t hout
further action.

2. Check the Tine Signed

The Tinme Signed value is obtained from TSI G RDATA and is called t1.
The current systemtine is then obtained and converted to UTC tine
and is called t2. Fudge tine is obtained fromTSIG RDATA. If t1 is in
the range of t2 and t2 mnus/plus fudge (see fornmula 1) then step 3
will be executed. Otherw se, the nessage will be considered a spoofed
nmessage and the nmessage shoul d be di scarded without further action
The range is used in consideration of the delays that can occur
during its transm ssion over TCP or UDP. Both tines nust use UTC tine
in order to avoid differences in tinme based on different geographica
| ocati ons.

(tl - fudge) <=1t2 <=(t1 + fudge) (1)

3. Execute the CGA verification

These steps are found in section 5 RFC 3972. If the sender of the DNS
message uses another algorithm instead of CGA, then this step
becones the verification step for that algorithm If the verification

process is successful, then step 4 will be executed. Otherw se the
message will be discarded w thout further action
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4. Verify the source | P address

The source | P address of the Update requester MJST be checked agai nst
the one contained in the DNS configuration file. If it is the sane,
then the Update Message shoul d be processed, otherwi se, step 5 wll
be execut ed.

5. Verify the public key

The DNS server checks whether or not the public key retrieved from
CGA- TSI G DATA is the sane as what was available in the storage where
the public keys and | P addresses were saved. If no entry is found in
storage for this public key, then the update will be rejected wthout
further action. Oherwi se, when the old public key Iength is not zero
go to step 6.

6. Verify the old public key

If the old public key length is zero, then skip this step and discard
the DNS update nmessage w thout further action. If the old public key
length is not zero, then the DNS server will retrieve the old public
key from CGA-TSI G DATA and will check to see whether or not it is the
same as what was saved in the DNS server’'s storage where the public
keys and | P addresses are stored. If it is the same, then step 6 wll
be executed, otherw se the nessage shoul d be di scarded wi t hout
further action.

7. Verify the old signature

The ol d signature contained in CGA-TSI G DATA should be verified. This
can be done by retrieving the old public key and the old signature
from CGA- TSI G DATA and then using this old public key to verify the
old signature. If the verification is successful, then the Update
Message shoul d be processed and the new public key should be replaced
with the old public key in the DNS server. If the verification
process fails, then the nessage should be di scarded without further
action.

6. Authentication during the FQDN or PTR Update

Normal |y the DHCPv6 server will update the client’s RRs on their
behal f in the scenario where SeND is used as a secure NDP, the nodes
will need to do this process thenselves unless there is stateless
DHCPv6 server avail able. CGA-TSI G can be used to give nodes the
ability of doing this process thenselves. In this case the clients
need to include the CGA-TSI G option in order to allow the DNS server
to verify them The verification process is the same as that

expl ained in section except for step 4.
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6.1. Verification Process

The verification steps are the same as those is explained in section
5.1, but renoving step 4 and nodi fying step 5.

1- Verify the signature
2- Check the Tine Signed
3- Execute the CGA verification
4. Verify the public key

The DNS server checks whether or not the public key retrieved from
CGA- TSI G DATA is the sane as what was available in the storage where
the public keys and | P addresses were saved. If no entry is found in
storage for this public key, and the FQDN or PTR is al so not

avail able in the DNS server, then the DNS server will store the
public key of this node in his database and add this node’'s PTR and
FQDN. O herwise if any PTR is available, and the node IP tag is
enpty, or there is currently another public key associated with the
node’s FQDN, then the update will be rejected without further action
O herwise go to step 5 when the old public key length is not zero.

5- Verify the public key
6- Verify the old public key

7- Verify the old signature

7. Authentication during Query Resolving (stub to recursive)

A DNS query request sent by a host, such as a client or a nail
server, does not need to generate CGA- TSI G DATA because the resol ver
responds to anonynous queries. But the resolver’s response SHOULD
contain the CGA-TSI G DATA field in order to enable this client to
verify him However, the client needs to include the TSI G RDATA and
set the Algorithmtype to CGA-TSIG It MJST set the CGA-TSIG Len to
zero. This allows the resolver to know when to include CGA-TSIG for
verification process in client.

In generation of the CGA-TSIG for a resolver, there is no need to
include the IP tag. This is because resolvers do not usually have

several |P addresses so the client does not need to keep several IP
addresses for the sane resol ver.

7.1. Verification process

Rafiee, et al. Expi res August 15, 2014 [ Page 15]



I NTERNET DRAFT TSIG using CGA in | Pv6 February 15, 2014

When a resol ver responds to the host’s query request for the first
time, the client saves its public key in a file. This allows the
client to verify this resolver when it changes its |IP address due to
privacy or security concerns. The steps 2 and 3 of the verification
process are the sanme as those steps explained in section 5.1. These
steps are as foll ows:

1. Verify the signature

The signature contained in CGA-TSI G DATA should be verified. This can
be done by retrieving the public key and signature from CGA- TSI G DATA
and using this public key to verify the signature. If the
verification process is successful, then step 2 will be executed. If
the verification fails, then the nmessage should be di scarded w t hout
further action.

2. Check the Tine Signed
3. Execute the CGA verification
4. Verify the Source |IP address

If the resolver’s source |IP address is the sane as that which is
known for the host, then step 5 will be executed. Otherw se the
message SHOULD be di scarded without further action.

5. Verify the public key

The host checks whether or not the public key retrieved from CGA-TSI G
DATA matches any public key that was previously saved in the storage
where the public keys and | P addresses of resolvers are saved. |f
there is a match, then the nessage is processed. |If not, then step 5
will be executed.

5. Verify the old public key

If the old public key length is zero, then skip this step and discard
the DNS query response w thout further action. If the old public key
length is not zero, then the host will retrieve the old public key
from CGA- TSI G DATA and will check whether or not it is the sane as
what was saved in the host’s storage where the public keys and I P
addresses are stored. If it is the same, then step 6 will be

execut ed, otherw se the nessage shoul d be discarded w thout further
action.

6. Verify the old signature

The ol d signature contained in CGA-TSI G DATA should be verified. This
can be done by retrieving the old public key and old signature from
CGA- TSI G DATA and then using this old public key to verify the old
signature. If the verification is successful, then the DNS Message
shoul d be processed and the new public key should be replaced with
the old public key of the resolver in the host. If the verification
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10.

11.

process fails, then the nessage should be discarded without further
action.

Aut henti cation during Query Resolving (Auth. to recursive)

This verification step in the authentication of authoritative to
recursive DNS server is the same as that explained in section 7.1
this case the recursive DNS server does not need to generate CGA-TS
DATA, but the root DNS server does need to include it in order to
enabl e the recursive DNS server to verify it. The recursive DNS
server needs to include the TSI G RDATA and set the Algorithmtype to
CGA-TSIG It MIST set the CGA-TSIG Len to zero. This allows the root
DNS server to know when to include CGA-TSIG for verification process
in client.

I'n
| G

No cache paraneters available or SeND is not supported

In the case where there are no cache paraneters avail abl e during the
| P address generation, there are then two scenarios that cone into
play here. In the first scenario there is the case where the sender
of a DNS nessage needs to generate a key pair and generate the

CGA- TSI G data structure as explained in section 4. The node SHOULD
skip the first section of the verification processes explained in
section 5.1 , section 6.1 and section 7.1.

In the second scenario, as explained in section 4.2 (step 1), it is
not necessary for the server to support the SeND or CGA al gorithm
The DNS admi ni strator can nake a one-tine use of a CGA script to
generate the CGA paraneters and then manually configure the IP
address of this DNS server. Then later, this DNS server can use those
val ues as a neans for authenticating other nodes. The verifier nodes
al so do not necessarily need to support SeND. They only need to
support CGA-TSI G

How to obtain the I P address of resolvers

Nodes can obtain the I P address of resolvers fromthe DHCPv6 server
(that will not be secure) or froma DNS option of Router
Advertisenment nmessage [ RFC6106] after authenticating the router via a
trusted authority. The | P addresses can be generated using CGA, SSAS
or other mechani sns.

CGA- TSI G Data confidentiality

One possible solution to provide the DNS server with data
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11.

11.

11.

11.

confidentiality during DNS update or other DNS query processes is the
use of symetric encryption with CGA-TSIG that is called CGA- TSI Ge

In this case, the node MIST set the Algorithmtype in TSI G RDATA to
CGA- TSI Ge.

1. Ceneration of secret key

To encrypt the DNS nessage using a synmetric algorithmfor
performance purposes, first, a node needs to retrieve the public key
of the DNS server. It is possible to use the current DNSKEY RR (RFC
3757) to send the public key of the DNS server. Wen the client wants
to update any records on the DNS server, it first sends a DNS nessage
and asks for the public key of the DNS server. DNS server then
answers to this query and includes the public key contained in the
DNSKEY RR with the SEP flag set to zero. This is done to indicate
that it is not the zone key. The DNS server SHOULD i nclude CGA-TSIG
DATA so that the client can verify its IP address. In this case,
there will be a binding between DNS server?s public key and its IP
address. After a successful verification, the node then generates a
16 byte random nunber and calls it a secret key. It encrypts this
secret key using the DNS server public key. This allows only the DNS
server to decrypt this secret key. In this case, the node sets the
MAC in TSI G RDATA to the digest of secret key and set the MAC Size to
the length of this digest. The DNS server knows what to do with MAC
field fromthe Algorithmtype in TSIG If it is CGA-TSIGe, then it

| ooks for an encrypted secret key.

2. DNS nessage generation

The node MUST encrypt all DNS nmessage sections that required
protections using the secret key generated in |ast section and AES
symretric algorithm It excludes TSI G RDATA (That usually added in
the additional section of the DNS nessages) fromthe encryption text.
They are explained in figure 4 and figure 5 of section 4.2 of this
docunent .

3. CGA- TSI Ge DATA generation
The CGA- TSI Ge generation is the same as that explained in section 4.2

of this docunent. But only the Algorithmtype MJST be set to
CGA- TSI Ce.

4. Process of encrypted DNS nessage

When the DNS server receives the nessage fromany node with TSIG
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12.

RDATA Al gorithmtype set to CGA-TSIGe, it execute the follow ng
st eps:

1- Retrieve the secret key

The DNS server retrieves the secret key fromMAC field. It then
decrypts this secret key using its own private key.

2- Decrypt the DNS nessage

The DNS server decrypts the DNS server nessage using this secret key
and the symmetric algorithm which by default is AES

Then the DNS server can starts the verification process as expl ai ned
in section 5.1, 6.1, 7.1 of this docunent.

CGA- TSI G CGA- TSI Ge Appl i cations

The purpose of CGA-TSIG[7] is to mnimze the amount of human
intervention required to acconmplish shared secret or key exchange
and, as a byproduct, to reduce the process’s vulnerability to attacks
i ntroduced by human errors (during changing the DNS configuration)
when Secure Nei ghbor Di scovery (SeND) is used for addressing purposes
or when SeND is not avail able for use.

As explained in a prior section, CGA-TSIG can be used in different
scenarios. For the FQDN update scenario CGA-TSIG is useful in dynamc
net wor ks where the nodes want to change their | P addresses frequently
in order to maintain privacy. If the Dynanmi c Host Configuration
Protocol (DHCP) is in use, then the DHCP server can do this update on
behal f of the nodes in this network on a DNS server but in Neighbor

Di scovery Protocol (NDP), there is no feature available that allows
the host security update process for its own FQDN. CGA-TSIG can be a
sol uti on.

For the resol ver scenario, usually the resolver can add the TSI G
Resource Record (RR) to the DNS query response and use the CGA-TSI G
algorithmin order to pernmt a useful authentication of the result.
CGA- TSI G assures the client that the query response cones fromthe
true originator and not froman attacker. It also ensures the
integrity of the data by signing the data.

There are several types of attack that CGA-TSI G can prevent. Here we
will evaluate sone of them The use of CGA-TSIG wi |l al so reduce the
nunber of nessages needed in exchange between a client and a server
in order to establish a secure channel. To exchange the shared secret
between a DNS resolver and a client, when TSIGis used, a mnimm of
four messages are required for the establishment of a secure channel
Modi fyi ng RFC 2845 to use CGA-TSIG wil | decrease the nunber of
messages needed in this exchange. The nessages used in RFC 2930 ( TKEY
RR) are not needed when CGA-TSIG is used.
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1. 1P Spoofing

During the DNS Update process or the query resolving process it is

i mportant that both comuni cating parties know that the one that they
are conmunicating with is the actual owner of that |IP address and
that the nmessages are not being sent froma spoofed I P address. This
can be acconplished by the use of the CGA algorithmwhich utilizes
the node for | P address verification of other nodes.

2. DNS Dynam ¢ Update Spoofing

Dynami ¢ Update Spoofing is elinmnated because the signature contains
both the CGA paraneters and the DNS update nmessage. This will offer

proof of the sender’s |P address ownership (CGA paraneters) and the

validity of the update nessage

3. Resolver Configuration Attack

When using CGA-TSIG the DNS server, or the client, would not need
further configuration. This would reduce the possibility of human
errors being introduced into the DNS configuration file. Since this
type of attack is predicated on human error, the chances of it
occurring, when this extension is used, are nmininized.

4. Exposing Shared Secret

Using CGA-TSIG wil| decrease the nunber of manual steps required in
generating the new shared secret and in exchanging it anong the hosts
where the old shared secret was shared between them for updating
purposes. This nmanual step is required after a | eakage has occurred
of the shared secret to an attacker via any of these hosts.

5. Replay attack

Using the Tinme Signed value in the signature nodifies the content of
the signature each tine the node generates and sends it to the DNS
server. |If the attacker tries to spoof this value wth another

ti mestanp, to show that the update nessage is current, the DNS server
checks this nessage by verifying the signature. In this case, the
verification process will fail thus also preventing the replay
attack.
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12.

13.

6. Data confidentiality

Encrypting the whol e DNS nessage will avoid the attacker to know the
content of DNS messages. This will avoid zone wal ki ng and many ot her
attacks on DNS RRs. This also provides the higher privacy for hosts

that has DNS records

Security Considerations

The approach explained in this draft, CGA-TSIG is a solution for
securing DNS nessages from spoofing type attacks |ike those expl ai ned
in section 3.

A problemthat nmay arise here concerns attacks against the CGA
algorithm In this section we will explain the possibility of such
attacks agai nst CGA [5] and explain the avail able solutions that we
considered in this draft.

a) Discover an Alternative Key Pair Hashing of the Victinis Node
Addr ess

In this case an attacker would have to find an alternate key pair
hashing of the victinPs address. The probability for success of this
type of attack will rely on the security properties of the underlying
hash function, i.e., an attacker will need to break the second
pre-image resistance of that hash function. The attacker will perform
a second pre-inmage attack on a specific address in order to match

ot her CGA paraneters using Hashl and Hash2. The cost of doing this is
(2759+1) * 2~(16*1). If the user uses a sufficient security level, it
will be not feasible for an attacker to carry out this type of attack
due to the cost involved. Changing the I P address frequently will

al so decrease the chance for this type of attack succeedi ng.

b) DoS to Kill a CGA Node

Sending a valid or invalid CGA signed nessage with high frequency
across the network can keep the destination node(s) busy with the
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15.

verification process. This type of DoS attack is not specific to CGA,
but it can be applied to any request-response protocol. One possible
solution ,to nmitigate this attack, is to add a controller to the
verifier side of the process to determ ne how many nmessages a node
has received over a certain period of tine froma specific node. If a
determined threshold rate is exceeded, then the node will stop
further receipt of incom ng nessages fromthat node

c) CGA Privacy Inplication

Due to the high conputational conplexity necessary for the creation
of a CGA it is likely that once a node generates an acceptabl e CGA
it will continue its use at that subnet. The result is that nodes
using CGAs are still susceptible to privacy related attacks. One

solution to these types of attacks is setting a lifetime for the
address as explained in RFC 4941.

| ANA Consi derati ons
The 1 ANA has all owed for choosing new al gorithm(s) for use in the
TSI G Al gorithmnnanme. Algorithmnane refers to the al gorithm descri bed
in this docunent. The requirenent to have this nane registered with
| ANA is specified.
In section 4.1, Type should allow for the use of future optiona
algorithms with regard to SeND. The default value for CGA m ght be 1.
O her algorithns woul d be assigned a new nunber sequentially. For
exanple, a new algorithmcalled SSAS [4,5] could be assigned a val ue
of 2.

| ANA al so needs to define a nunmeric algorithmnunber for ECC. The
simlar way that is defined for RSA.

Appendi x

- A sanple key storage for CGA-TSI G
create tabl e cgatsigkeys (

id I NT aut o_increnent,
pubkey VARCHAR( 300) ,

primary key(id)

)
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create table cgatsigips (

id I NT auto_increnent,
i dkey I NT,
I P VARCHAR( 20) ,

FOREI GN KEY (i dkey) REFERENCES cgat si gkeys(i d)
primary key(id)

)

CGA- TSI G tabl es on nysql backend dat abase

- a sanple format of stored paraneters in the node

For exanple, the nodifier is stored as bytes and each byte m ght be
separated by a conma (for exanple : 284,25,14,...). Algorithnmtype is
the algorithmused in signing the nmessage. Zero is the default

al gorithmfor RSA. Secval is the CGA Sec value that is, by default,
one. G Pis the global I P address of this node (for exanple

2001: abc: def: 1234: 567:89a). o@ P is the old I P address of this node
before the generation of the new | P address. Keys contains the path
where the CGA-TSIG algorithmcan find the PEMformat used for the
public/private keys (for exanple: /home/ myuser/keys.pem).

<?xm version="1.0" encodi ng="UTF-8"?>

<Det ai | s>

<CGATSI &

<nmodi fier value=""/>

<al gorithmype value="1.2.840.113549.1.1.1"/>

<secval val ue="1"/>

<@ P val ue=""/>

<od P val ue=""/>

<Keys val ue=""/>

</ CGATSI &G

</ Det ai | s>
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XML file contains the cached DATA
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