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#### Abstract

Statistical association tests of quantitative traits have been widely used in the past decade, to locate loci associated with a disease trait. For instance, Genome Wide Association Studies (GWAS) have led to tremendous success in finding susceptible genes or associated loci. However, most of the past studies were based on unrelated samples focusing on quantitative or qualitative traits. The analysis of polychotomous traits in family samples is very challenging. This dissertation describes three projects related to methods to conduct association tests beyond continuous traits, such as multinomial traits, bivariate traits, and tests involving haplotypes. The first project focuses on developing a statistical approach to test the association between common or low-frequency variants with a multinomial trait in family samples. It is an important issue because there is no computer efficient software available for this type of question. We employ Laplace approximation in conjunction with an efficient grid-search strategy to obtain an approximate maximum log-likelihood function and the Maximum Likelihood Estimate (MLE) of the variance component. We also successfully incorporate the kinship matrix to adjust for the familial correlation, based on a regression framework. Extensive simulation studies are performed to evaluate the type-I error rate and power in scenarios with causal


variant with different Minor Allele Frequency (MAF). In the second project, we propose an approach to test the association between a genetic variant and a bivariate trait arising from a combination of a quantitative and a binary trait in family samples, based on Extended Generalized Estimating Equations (EGEE). Multiple phenotype-genotype association tests are often reduced to univariate tests, decreasing efficiency and power. Our approach is shown to be much more powerful and efficient than univariate association tests adjusted for multiple testing. The third project involves the development of a general framework for meta-analysis of haplotype association tests, applicable to both unrelated and family samples. Although meta-analysis has been widely used in single-variant and gene-based tests, there are few existing methods to meta-analyze haplotype association tests. A predominant advantage of our novel approach is that it accommodates cohort-specific haplotypes as well as haplotypes common to all cohorts. The cohort participants may be either related or unrelated. Our approach consists of two stages: in the first stage, each cohort performs a haplotype association test, reports the estimates of effect size, variance, haplotypes, and their frequency. In the second stage, a generalized least square method is applied to combine the results of all the cohorts into one vector of meta-analysis coefficients. Our approach is shown to have the correct type-I error rate in scenarios with different between and within cohort variation. We also present an application to exome-chip data from a large consortium. Through the three projects, we are able to tackle the problem of conducting association tests for non-continuous traits in family samples. All the approaches achieve the correct type-I error rate and are computationally efficient. We hope these approaches will not only facilitate analyses of
categorical traits in family samples, but will also provide a basis for future methodological development of statistical approaches for non-continuous traits.
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## Chapter 1

## Introduction

### 1.1 Overview

Statistical association tests for quantitative traits have been widely used in the past decade, to locate loci associated with a disease of interest and to better understand the genetic architecture underlying a disease. Genome Wide Association Studies (GWAS) have led to tremendous successes in finding susceptible genes or associated loci. For instance, Dupuis et al. 2010 [10] identified 9 new loci associated with Fasting Glucose (FG), 1 new loci associated with Fasting Insulin (FI) and Homeostasis Model Assessment of Insulin Resistance. Scott et al. 2012 [39] increased the total number of variants associated with glycemic traits to 53 , of which 33 also increased type 2 diabetes risk. However, most of the past studies were based on unrelated samples focusing on quantitative or binary traits. Analysis of polychotomous traits in family samples remains a challenge. Available approaches are limited to study a categorical trait with more than 2 categories, for example, diabetes status with 3 categories (non-diabetic ( $F G<=5.6 \mathrm{mmol} / \mathrm{L}$ ), impaired fasting glucose tolerant ( $5.6 \mathrm{mmol} / \mathrm{L}<F G<=6.9 \mathrm{mmol} / \mathrm{L}$ ) and diabetic ( $F G>7 \mathrm{mmol} / \mathrm{L}$ ) ) in family samples. To address this issue, we develop an approach to test the association between genetic variants and multinomial traits in family samples, and describe our novel
approach in Chapter 2.

Univariate association tests have been the main theme in GWAS or GWAS meta-analysis due to the ease of implementation and superb computer efficiency. Yang et al. 2010 [52] proposed a method to combine unvariate tests to perform a test of association with multivariate phenotypes. This method seems computer efficient and applicable to both family and unrelated samples, quantitative and categorical traits, but it requires prior knowledge of the covariance matrix of the test statistics, which is not always available or difficult to estimate from external sources. When both traits are quantitative, the joint association test can be easily derived from univariate association tests, in the framework of linear mixed effects model (LME). However, when one trait is categorical, for example, binary, it is not feasible to derive a test statistic in closed form, because the likelihood function doesn't have a closed form in the presence of random effects. Considering all the existing limitations mentioned above, we propose a method to conduct joint association test of bivariate phenotypes in family samples (Chapter 3), with no stringent restrictions nor assumptions. Simulation studies show our methods achieve the correct type-I error rate in the scenarios evaluated, is computationally feasible and is more powerful than existing methods.

The third topic is meta-analysis of haplotype association test in family samples and unrelated samples. In recent years, meta-analysis has been widely used in genetic epidemiology, as a way to maximize sample size and to improve power. Several statistical methods have been proposed to meta-analyze single-variant tests, gene-based tests [24], and gene-environmental interaction tests [27]. Through meta-analysis, some weaker signals which would not have been found in single study were discovered. However, there are no existing methods for meta-analysis of haplotype association tests, most likely
because of a few challenges. Firstly, haplotypes observed by different cohorts or ethnicity groups can vary a lot; secondly, the haplotype structure can be very complex, especially in a region containing a large number of variants. We propose a two-stage approach which overcomes these hurdles and accommodates cohort-specific haplotypes in addition to haplotypes observed in all cohorts. Simulation studies demonstrate that our approach has the correct type-I error rate in the scenarios evaluated, is computationally efficient and can be more powerful than gene-based and single-SNP tests for some underlying genetic models.

### 1.2 Association tests for multinomial traits

### 1.2.1 Unrelated samples

GWAS have proved to be very successful in identifying important genetic components underlying a binary disease trait. Prior to 2010, GWAS have discovered 38 SNPs associated with Type-2 Diabetes (T2D) status, in addition to 2 dozen loci associated with glycemic traits [2]. The Diabetes Genetics Replication and Meta-analysis (DIAGRAM) consortium which was formed by combining association results from the Wellcome Trust Case Control Consortium (WTCCC), the Finland-United States Investigation of NIDDM Genetics (FUSION) group, and the Diabetes Genetics Initiative (DGI), has eventually led to the discovery of many common variants with small effect size associated with T2D status, a binary trait [55]. Among the findings, researchers used to analyze dichotomous T2D status. However, in the clinical diagnosis of T2D, there is a FG gap ( $5.6 \mathrm{mmol} / \mathrm{L}<F G<=6.9 \mathrm{mmol} / \mathrm{L}$ ) called impaired glucose tolerance and samples within this range may be omitted or combined with "non-T2D", reducing the specificty of "normal"category. Making use of the glucose impaired individuals may improve power. For example, a categorical trait could be defined with the following three categories: diabetic, pre-diabetic, and non-diabetic. Compared to the commonly used binary T2D
status, this multinomial categorization better captures the original distribution of FG level and T2D risk, and retains a larger sample size. Another example arises from multiple categorical outcomes. Assume in a study, study participants have a clear diagnosis of diabetes v.s. no diabetes, hypertension v.s. no hypertension. A potential research interest is to study the association between the genetic variants and the joint phenotype by modeling the two outcomes as one categorical variable, e.g. a three-category variable: diabetes \& hypertension, diabetes \& no hypertension, and no diabetes. Software implementation for such genetic association testing for a multi-category trait is readily available. For example, the R function "glm" can be used to perform the multinomial association tests for unrelated samples:
$\log \frac{P(Y=k)}{P(Y=3)}=\alpha_{k}+\beta_{k} X+\gamma_{k} G$
where $k=1,2 ; \mathrm{Y}$ is a three-category outcome variable; X is a matrix of covariates, and G is the genotype. The null hypothesis $H_{0}: \gamma_{1}=\gamma_{2}=0$, is often tested by a Likelihood Ratio Test (LRT) of the form of $-2 \log \frac{L_{0}}{L_{a}}$ ( $L_{0}$ denotes the maximum likelihood function under $H_{0} ; L_{a}$ denotes the maximum likelihood function under $H_{0} \cup H_{a}$ ) with an asymptotic $\chi_{2}^{2}$. In the context of a three-category outcome, this multinomial logit model has twice the number of parameters to estimate, compared to the logistic model for the binary trait, and therefore requires a larger sample for accurate estimation. When sample size is small and the categories are ordered, ordinal regression could serve as another option, with the following model (using the same notation as in the general logit model):
$\log \frac{P(Y<=k)}{1-P(Y<=k)}=\alpha_{k}+\beta X+\gamma G$ where $k=1,2 ;$
This ordinal model only has one more parameter $\alpha_{k}$ to estimate compared to the logistic model for a binary outcome.

When neither sample size or computation is a concern, model fit can be used to select which model to use. Deviance is an index commonly used to evaluate model fit and
is defined as: $D=-2 \log \frac{L_{0}}{L_{\text {saturated }}}$ ( $L_{\text {saturated }}$ is the maximum likelihood function of the saturated model). Smaller deviance is usually preferred over larger deviance.

### 1.2.2 Family samples

Testing the association of categorical traits in family samples becomes more complicated. The Transmission Disequilibrium Test (TDT) was one of the first family-based association tests proposed [42]. In the presence of $n$ trios (two parents and 1 affected child), the TDT measures the over transmission of a particular allele from heterozygous parents to the affected offspring.

A few methods and software were developed for binary traits in family samples [26], among which some were based on TDT, such as sibTDT [41]. One of the major restrictions is that it does not allow for inclusion of covariate adjustments. There are some other family-based methods based on GEE framwork. The Generalized Disequilibrium Test (GDT) developed by Chen et al. 2009 [5] was a great advance, in terms of model flexibility and generality. The GDT can accommodate large and general pedigrees, while adjusting for covariates and incorporating family weights. However, it can not be directly applied to multinomial traits.

Genetic association approaches for population-based (unrelated) samples can be adapted to family-based samples by modeling family correlation as a function of the kinship in the framework of a LME.

The kinship matrix measures the pairwise kinship distance in a general pedigree. Given a general pedigree with n subjects, the $n \times n$ kinship matrix can be easily obtained. There are four required columns in a pedigree file: family id, id, father id and mother id. For example (Table 1.1):

Table 1.1: Pedigree Example

| famid | id | father | mother |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 |
| 1 | 2 | 0 | 0 |
| 1 | 3 | 1 | 2 |
| 1 | 4 | 1 | 2 |
| 2 | 5 | 0 | 0 |
| 2 | 6 | 0 | 0 |
| 2 | 7 | 5 | 6 |

where 0 in father and mother fields denotes that the subject is a founder. The definition of kinship coefficient $\phi_{i j}$ is the probability that an allele randomly selected from individual i and an allele randomly selected from the same locus of individual j are identical-by-descent (IBD). The coefficient of relationship is defined as twice the coefficient of kinship (Table 1.2).

Table 1.2: Example: coefficient of kinship and coefficient of relationship

| Relationship | coefficient of kinship | coeffcient of relationship |
| :---: | :---: | :---: |
| Self | 0.5 | 1 |
| Monozygotic twins | 0.5 | 1 |
| Parent-child | 0.25 | 0.5 |
| Full siblings | 0.25 | 0.5 |
| Half siblings | 0.125 | 0.25 |
| First cousins | 0.0625 | 0.125 |
| Unrelated | 0 | 0 |

We develop an association test for multinomial traits in the framework of generalized LME, allowing for covariate adjustment while accounting for the familial correlation, in the form of a kinship matrix (Chapter 2). Laplace approximation is first applied to the multiple integrals to approximate the marginal likelihood in closed form. Then grid search in combination with Newton-Ralphson algorithm is proposed to calculate the Maximum Likelihood Estimator (MLE) of the variance component efficiently. We perform extensive simulation studies to first evaluate the type-I error rate of both our approach and GLMM and then compare the power of both methods. Given both models have the same correct type-I error rate, it's reasonable to conclude our model is more powerful than GLMM in all the scenarios evaluated. We also present an application to assess the association between FHS SNP Health Association Resource (SHARe) gentoypes and a three-category BMI variable among FHS participants.

### 1.3 Joint association tests for bivariate phenotypes

Most published GWAS analyses are univariate or reduced to univariate in testing the association with multiple phenotypes. When multiple phenotype-genotype associations are assessed, univariate tests are easy to implement. However, univariate testing suffers a loss in both efficiency and power. Several methodological approaches have been developed for different types of traits. We review the existing methods with respect to strength and limitations starting from quantitative traits, followed by binary traits.

### 1.3.1 Quantitative traits

One challenge of testing the association for two quantitative traits arises when it is applied to two correlated phenotypes in family samples. A good joint test should adjust for the correlation between the two phenotypes, while taking into consideration the familial correlation at the same time. There are several different methods proposed.

MANOVA (Multivariate Analysis of Variance) is the most basic joint association test, as is an extension of univariate LME. Multiphen proposed by O'Reilly et al. 2012 [34] used ordinal regression to model the genotypes as a function of a collection of phenotypes of any type (quantitative, binary, oridinal) in unrelated samples.

O'Reilly and colleagues assume that $Y_{i}=\left(Y_{i 1}, \cdots, Y_{i K}\right)$ is a vector containing K phenotypes for the $i^{\text {th }}$ individual; $X_{i g}$ is the additively coded genotypes, i.e. $X_{i g} \in\{0,1,2\}$. The univariate association model for trait k is simply: $Y_{i k}=\alpha_{k}+\beta_{g k} X_{i g}+\epsilon_{i k}$

In the Multiphen approach, the typical regression model is inverted by means of an ordinal regression, such that

where m can be selected as 0 or 1 . This approach is limited in two aspects: the same covariates are used for the K phenotypes and it is applicable to unrelated samples only. Sluis et al. 2013 [45] developed a method called Trait-based Association Test that used Extended Simes procedure (TATES) to efficiently analyze multivariate phenotype-genotype association for GWAS. They denote $p_{(1)}, \cdots, p_{(m)}$ as the ascendingly ordered $p$-value for association of each of the $m$ traits with a genetic variant. In TATES, the m p-values are combined into a single p -value defined as $p_{T}=\min \left(\frac{m_{e} p_{(j)}}{m_{e j}}\right)$ where $m_{e}$ is the estimated number of independent p -values out of the m traits, and $m_{e j}$ is the estimated number of independent p -values out of the first j p -values.

Yang et al. 2010 [52] proposed a method to combine univariate association tests based on a method originally proposed by O'Brien [32]. O'Brien and colleagues denote $T=\left(T_{1}, \cdots, T_{m}\right)$ to be the test statistics of the m traits, and assume that T follows a multivariate normal distribution with a mean of $\beta=\left(\beta_{1}, \cdots, \beta_{m}\right)$ and a covariance
matrix of $\Sigma$. The global null hypothesis is $H_{0}: \beta=0$. O'Brien et al. proposed to use the test statistic $e^{T} \Sigma^{-1} T$ which followed a normal distribution with a mean of 0 and a covariance matrix of $e^{T} \Sigma^{-1} e$. where $e$ is the uniform weight $(1, \cdots, 1)$ imposed on the test statistics. Yang et al. proposed to use non-uniform weights to reflect potential heterogenity and construct the test statistic as $T_{w}^{T} \Sigma^{-1} T$ where $T_{w}$ and $T$ are the testing statistic based on training and testing samples respectively. This method has the strength of computational simplicity. However, because the covariance matrix $\Sigma$ is not readily available, it is challenging to obtain a good unbiased estimate of the covariance matrix $\Sigma$.

Stephens et al. 2013 [43] proposed a unified framework of multiple phenotype association based on bayesian methods, which seemed very appealing due to its generality, but it might not be as competitive in terms of the computational efficiency when applied to large pedigrees.

### 1.3.2 Bivariate phenotypes consisting of quantitative and binary traits

Although there have been some advances in the association test for multivariate quantitative traits, the methodology for association test between genetic variants and a mixture of non-continuous traits has not been studied systematically. For the type of problems involving correlated quantitative and binary traits, Generalized Estimating Equations (GEE) might serve as a solution, and prove to be robust to misspecified working correlation matrix. The correlation parameters are treated as nuissance parameters in the estimation, and thus are not estimable. However, covariance matrix and correlation parameters are needed for the purpose of hypothesis testing. Hall et al. [16] developed Extended Generalized Estimating Equations (EGEE) based on quasi-likelihood function. It overcomes the limitations that in GEE the correlation parameters are not estimable, while retaining the many good properties of GEE: the parameter estimation of EGEE
is also robust to the misspecification of covariance matrix, and as efficient as GEE. More importantly, unlike GEE, the correlation parameters are estimated along with the regression coefficients. Liu et al. 2009 [25] proposed to use EGEE to conduct a joint association test for a mixture of binary and quantitative traits in a regression framework for unrelated samples only. EGEE was shown to have the correct type-I error rate and was more powerful than univariate tests adjusted for multiple testing.

Here we propose an approach based on EGEE, to perform a joint association test for a mixture of binary and quantitative traits for samples with familial correlation. Simulation studies demonstrate our approach achieves the correct type-I error rate and can be more powerful, compared to univariate tests adjusted for multiple testing in certain scenarios.

### 1.4 Meta-analysis of genetic association tests

### 1.4.1 Meta-analysis of single-variant analysis

Hu et al. 2013 [20] summarized an approach based on score statistics for meta-analyzing genetic association results. In the situation with L independent studies, m variants, the combined score statistic can be obtained as $\bar{U}=\sum_{l=1}^{L} U_{l}$ where $U_{l}$ is the association score statistic for study $l(l=1, \cdots, L)$. The covariance matrix is $\bar{V}=\sum_{l=1}^{L} V_{l}$ where $V_{l}$ is the covariance matrix of the score statistic of study $1 . \bar{U}$ is approximately m -variate normally distributed with a mean of 0 and a covariance of $\bar{V}$. If some studies don't have nor observe a mutation in a site, the corresponding entries of $U_{l}$ and $V_{l}$ can be set to 0 .

### 1.4.2 Meta-analysis of gene-based tests

For meta-analysis of gene-based tests, with weights vector $w$ based on MAF (Minor Allele Frequency), the meta-analysis burden score statistic can be written as $U_{s}=w^{T} \bar{U}$, with a covariance $V_{s}=w^{T} \bar{V} w$. The test statistic $\frac{U_{s}}{\sqrt{V_{s}}}$ follows a standard normal distribution.

A similar meta-analysis formulation for the SKAT (Sequence Kernel Association Test) statistic was proposed by Hu et al. The SKAT statistic is simply $\bar{U}^{T} W \bar{U}$ where $W$ is the diagonal weight matrix with diagonal elements equaling to $w$ based on the MAF and beta density functions. The test statistic has a null distribution of $\sum_{j=1}^{j=m} \lambda_{j} \chi_{1 j}^{2}$, where $\lambda_{j}$ are the eigenvalues of $\bar{V}^{1 / 2} W \bar{V}^{1 / 2}$ and the $\chi_{1 j}^{2}$ are independent $\chi_{1}^{2}$ variables.

Hu proposed some strategies when the score functions or variance estimates were not available. Because the three forms of the univariate association tests (Wald, score, LRT) are equivalent asymptotically, given study $l$, the score function can be approximated by $U_{j}=z_{j} w_{j}$ where $z_{j}$ is the z-test statistic equivalent, $w_{j}$ is the approximation to the square root of variance $\sqrt{V_{j j}}$. The overall covariance matrix of $U$ is $\operatorname{var}(U)=W R W$ where $R$ is the correlation matrix of the z-test statistics; $W$ is a diagonal matrix with diagonal elements equaling to the squared root of approximated variance of the score function. Hu and colleagues suggested using the correlation of the genotype for $R$.

There are no existing methods for the meta-analysis of haplotype association tests. However, for the purpose of fine-mapping and as a follow-up to GWAS or ExomeChip/Sequencing, development of an approach to meet this demand is timely. We propose a novel approach which integrates information from cohorts of any types (either
family-based or unrelated), so that all the haplotypes observed by all cohorts can be combined into one vector of summary coefficients. Based on our framework, both global association test and any single haplotype association test can be easily obtained.

### 1.5 Dissertation Outline

In this dissertation, we develop statistical approaches to conduct genetic association tests for multiple types of traits in family samples, as well as a general meta-analysis approach of haplotype association tests. Each chapter consists of complete methods section, extensive simulation studies and a real data application. The data analysis of Chapter 4 has been published in Nature communications [49]. As a methods paper, the whole chapter of Chapter 4 with a new data analysis has been submit to plos genetics and is currently under review; the manuscripts of Chapter 2 and 3 are in preparation.

In Chapter 2, we propose an efficient statistical approach to test the association for multinomial traits in family samples. We apply Laplace approximation to approximate the closed form of maximum likelihood function, in conjunction with an efficient grid-search scheme to approximately locate the MLE of the variance component. We evaluate our approach by means of simulation studies in different scenarios: common variants versus low-frequency variants; balanced design versus unbalanced design. We show that our approach has the correct type-I error rate in the scenarios evaluated. Then we compare the power of our approach to the GLMM clustered by families with respect to different MAF, and we show that our approach is consistently more powerful.

In Chapter 3, we develop an approach to jointly test the association for a quantitative trait and a binary trait in family samples. Based on a regression framework with random effects accounting for familial correlation, we use quasi-likelihood based EGEE to generate the
score equations for both regression coefficients and correlation coefficients. We solve the score equations by means of Fisher's scoring algorithm. Extensive simulation studies are performed to assess the type-I error rate in a variety of scenarios with MAF ranging from 0.01 to 0.3 . We calculate the power of our approach and compare to univariate association test adjusted for multiple testing using Gao's method recommended by Hendricks et al. Simulation studies show our approach achieves the correct type-I error rate and is more powerful than univariate tests. Lastly, we apply our approach to the Framingham Heart Study (FHS) data, selecting BMI and T2D status as the bivariate phenotypes and perform chromosome-wide association study on chromosome 16. The software and manuscripts are under preparation.

In Chapter 4, we develop a general approach to meta-analyze haplotype association tests from different cohorts. Our method consists of two stages. In the first stage, a haplotype association test is performed at the cohort level; in the second stage, a generalized least square method is applied to combine results from all cohorts, into a vector of meta-analysis coefficients. Our method has quite a few advantages and is flexible: it is applicable to cohorts consisting of either unrelated samples or family samples and it does not put restrictions on the observed haplotypes. In other words, cohorts can contribute cohort-specific haplotypes in addition to those observed in all cohorts. We evaluate the type-I error rate of our approach in several different scenarios, with different between and within cohort variation. Results show our approach has the correct type-I error rate in all the scenarios considered. We compare the power of our approaches to univariate testing of SNP effect adjusted for multiple testing, and our approach is at least as powerful, even in scenarios with single SNP rather than haplotype effects. In the section on data analysis, we apply our approach to a Cohorts of Heart and Aging Research Genomic Epidemiology (CHARGE) exome-chip study focusing on a known T2D associated gene G6PC2. The
results are consistent with our prior findings, and are more significant than any single-SNP and gene-based tests in this region. The work of Chapter 4 has been submit to plos genetics, and the website for this software are currently under construction on the website of Boston University medical campus (www.bumc.bu.edu).

In Chapter 5, we summarize the three approaches developed as part of this dissertation, and discuss the pros and cons, in addition to the future direction we want to pursue.

## Chapter 2

## Multinomial association test in family samples

### 2.1 Introduction

Genetic association test of continuous phenotypes has led to great success in finding susceptible genes or variants related to a disease. Various methods and efficient software have been developed and used widely. For family samples, due to the correlation between relatives and the violation of the independence assumption in the ordinary linear regression, some alternate approaches were proposed. For example, Therneau and colleagues developed a R package (kinship) to apply LME to conduct association tests between a genetic variant and a continuous trait in family samples. Similar extension to account for familial correlation using mixed effects models has been proposed for gene-based association tests [4] [35]. The progress in family samples mostly applies to quantitative traits. However, methods are needed to study categorical trait(s) with more than 2 categories in family samples. For example, Body Mass Index (BMI) has five generally accepted categories $(B M I<18.5$ underweight; $18.5 \leq B M I<24.9$ normal weight; $25.0 \leq B M I \leq 29.9$ overweight; $30 \leq B M I \leq 34.9$ class I obesity; $35 \leq B M I \leq 39.9$ class II obesity; $B M I \geq 40$ class III obesity), and approaches for genetic association analysis of multi-category traits are quite limited.

Wang et al. 2006 [48] proposed a proportional odds logistic model which accommodated covariates. However, there are still a few limitations. First, this approach is restricted to nuclear families and can not handle complex family structure. Second, the relevant software has not been made publicly available. Diao et al. 2010 [9] proposed a general framework for linkage and association tests for ordinal traits. Their method utilized Adaptive Gaussian Quadrature (AGQ) to approximate the maximum log-likelihood and a LRT was performed to test the hypothesis of no association between the genetic variant and the ordinal trait of interest. Again this approach has not been widely used due to the lack of computationally efficient software. Another possible option is the SAS GLMM procedure, which can incorporate a kinship matrix. However, due to the large computational burden, the GLMM procedure is not able to accommodate even small pedigrees. In this chapter, we propose a model to perform genetic association tests for multinomial phenotypes accounting for familial correlation.

### 2.2 Methods

### 2.2.1 Adaptive Gaussian Quadrature

The basic model for multinomial trait can be formulated as

$$
\begin{equation*}
g\left(P\left(Y_{i j}=k \mid G_{i j}, R_{i j}\right)\right)=\alpha_{k}+\beta_{k} G_{i j}+X_{i j}^{T} \gamma_{k}+R_{i j} \tag{2.1}
\end{equation*}
$$

where
$\mathrm{k}=1, \ldots,(\mathrm{~K}-1)$, and K is the total number of categories of the trait under study;
$j=1, \ldots, n_{i}$ denotes the $j^{\text {th }}$ subject of the $i^{\text {th }}$ family;
$G_{i j}$ denotes the genotype (e.g., it can be additively coded as 0,1 or 2 );
$X_{i j}$ denotes the covariates vector;
$R=\left(\begin{array}{c}R_{11} \\ \vdots \\ R_{1 j} \\ \vdots \\ R_{1 n_{1}} \\ \vdots \\ R_{m_{1}} \\ \vdots \\ R_{m_{n m}} \\ \vdots \\ R_{N_{n_{N}}}\end{array}\right) \sim N\left(0, \sigma^{2} \Sigma_{k i n}\right)$ is a random effect vector to account for the familial correlation.
There are a variety of options to use for the link function $g$. For example, g can take the form of the canonical link function general logit, linear function, probit function, etc. Here general logit is used, such that $g\left(P\left(Y_{i j}=k \mid G_{i j}, R_{i j}\right)\right)=\log \left(\frac{P\left(Y_{i j}=k \mid G_{i j}, R_{i j}\right)}{P\left(Y_{i j}=K \mid G_{i j}, R_{i j}\right)} \forall(k=\right.$ $1, \cdots,(K-1))$.

The log likelihood function does not have a closed form, due to multiple integration of nonlinear exponential functions. However, we do need a closed form function to estimate the parameters as well as to perform hypothesis testing. I first explore AGQ to approximate the log likelihood function.

The essential idea of AGQ is described below. Suppose that $I=\oint e^{-f\left(R_{i}, \theta_{i}\right)} d R_{i}$, where $R_{i}$ is assumed to have a multivariate normal distribution. A coordinate transformation is applied to the integral:

$$
\begin{equation*}
R_{i}=\widehat{R_{i}}+\left(f^{\prime \prime}\right)^{-1 / 2} z_{i} \tag{2.2}
\end{equation*}
$$

where
$\widehat{R_{i}}=\arg _{R_{i}} \operatorname{minf}\left(R_{i}, \theta_{i}\right)$ assuming $\theta_{i}=\left(\sigma^{2}, \alpha_{1}, \cdots, \alpha_{K-1}, \beta_{1}, \cdots, \beta_{K-1}, \gamma_{1}, \cdots, \gamma_{K-1}\right)$ is given;
$f^{\prime \prime}=\left.f_{R_{i} R_{i}}^{\prime \prime}\right|_{R_{i}=\widehat{R_{i}}} ;$
and $z_{i}$ has a standard multivariate normal distribution.
Then the equivalent form of the likelihood function becomes:

$$
\begin{align*}
& I=\oint e^{-f+z_{i}^{2} / 2} e^{-z_{i}^{2} / 2}\left|f^{\prime \prime}\right|^{-1 / 2} d z_{i} \\
&=\left|f^{\prime \prime}\right|^{-1 / 2}(2 \pi)^{n_{i} / 2} \int \ldots \int e^{-f+z_{i}^{2} / 2} \frac{1}{(2 \pi)^{n_{i} / 2}} e^{-z_{i}^{2} / 2} d z_{i 1} \ldots d z_{i_{n i}} \\
& \approx\left|f^{\prime \prime}\right|^{-1 / 2}(2 \pi)^{n_{i} / 2} \sum_{j_{1}=1}^{N_{G Q}} \ldots \sum_{j_{n_{i}}=1}^{N_{G Q}} \exp \left\{-f+\frac{\| z_{j_{1}}, \ldots,\left.z_{j_{n_{i}}}\right|^{2}}{2}\right\} \prod_{k=1}^{n_{i}} w_{j_{k}} \tag{2.3}
\end{align*}
$$

where $z_{j_{1}}, \ldots, z_{j_{n_{i}}}$ denotes the pre-specified grid points and $w_{j_{k}}$ are the weights based on the grid points and the standard multivariate normal distribution.

The marginal likelihood is derived as follows:

$$
\begin{aligned}
& L(\theta) \\
= & \prod_{i=1}^{n} \int \prod_{j=1}^{n_{i}} \prod_{k=1}^{K-1}\left(\frac{e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} x_{i j}+R_{i j}}}{1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}}\right)^{I\left(Y_{i j}=k\right)}\left(\frac{1}{1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}}\right)^{I\left(Y_{i j}=K\right)} \phi\left(R_{i}\right) d R_{i} .
\end{aligned}
$$

Define $f_{i}$ as

$$
\begin{equation*}
f_{i}=-\log \left\{\prod_{j=1}^{n_{i}} \prod_{k=1}^{K-1}\left(\frac{e^{\alpha}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}{1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}}\right)^{I\left(Y_{i j}=k\right)}\left(\frac{1}{1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}}\right)^{I\left(Y_{i j}=K\right)} \phi\left(R_{i}\right)\right\} \tag{2.5}
\end{equation*}
$$

such that

$$
\begin{equation*}
L(\theta)=\prod_{i=1}^{n} \int e^{-f_{i}} d R_{i} \tag{2.6}
\end{equation*}
$$

After simplifying the terms of $f_{i}$, we obtain

$$
\begin{aligned}
& f_{i}=-\sum_{j=1}^{n_{i}} \log \left\{\prod_{k=1}^{K-1}\left(\frac{e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}}{1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}}\right)^{I\left(Y_{i j}=k\right)}\left(\frac{1}{1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}}\right)^{I\left(Y_{i j}=K\right)}\right\} \\
& -\log \phi\left(R_{i}\right) \\
& =\quad-\sum_{j=1}^{n_{i}}\left\{\sum _ { k = 1 } ^ { K - 1 } I ( Y _ { i j } \quad = \quad k ) \left[\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}-\log (1+\right.\right. \\
& \left.\left.\left.\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}\right)\right]-I\left(Y_{i j}=K\right) \log \left(1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}\right)\right\}-\log \phi\left(R_{i}\right) \\
& =\sum_{j=1}^{n_{i}}\left\{\sum _ { k = 1 } ^ { K - 1 } I ( Y _ { i j } = k ) \left[\log \left(1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}\right)-\left(\alpha_{k}+\beta_{k} G_{i j}+\right.\right.\right. \\
& \left.\left.\left.\gamma_{k} X_{i j}+R_{i j}\right)\right]+I\left(Y_{i j}=K\right) \log \left(1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}\right)\right\}-\log \phi\left(R_{i}\right) \\
& =\sum_{j=1}^{n_{i}} \log \left(1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}\right)-\sum_{j=1}^{n_{i}} \sum_{k=1}^{K-1} I\left(Y_{i j}=k\right)\left(\alpha_{k}+\beta_{k} G_{i j}+\right. \\
& \left.\gamma_{k} X_{i j}+R_{i j}\right)-\log \phi\left(R_{i}\right) \\
& =\sum_{j=1}^{n_{i}} \log \left(1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}\right)-\sum_{j=1}^{n_{i}} \sum_{k=1}^{K-1} I\left(Y_{i j}=k\right)\left(\alpha_{k}+\beta_{k} G_{i j}+\right. \\
& \left.\gamma_{k} X_{i j}\right)-\sum_{j=1}^{n_{i}} R_{i j}\left(1-I\left(Y_{i j}=K\right)\right)-\log \phi\left(R_{i}\right) \\
& =\sum_{j=1}^{n_{i}} \log \left(1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k} X_{i j}+R_{i j}}\right)-\sum_{j=1}^{n_{i}} \sum_{k=1}^{K-1} I\left(Y_{i j}=k\right)\left(\alpha_{k}+\beta_{k} G_{i j}+\right. \\
& \left.\gamma_{k} X_{i j}\right)-\sum_{j=1}^{n_{i}} R_{i j}\left(1-I\left(Y_{i j}=K\right)\right)+\frac{n_{i}}{2} \log 2 \pi+\frac{1}{2} \log \left|\sum_{k i n}\right|+n_{i} l o g \sigma+\frac{R_{i}^{T} \Sigma_{k i n}^{-1} R_{i}}{2 \sigma^{2}} .
\end{aligned}
$$

To implement the coordinate transformation, we take both the first and the second derivative of $f_{i}$ with respect to $R_{i}$ :

$$
\begin{align*}
\forall m, n & =1, \cdots, n_{i}, m \neq n \\
\frac{\partial f_{i}}{\partial R_{i m}} & =\left(f_{i}\right)_{m}^{\prime}=\frac{\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i m}+\gamma_{k} X_{i m}+R_{i m}}}{1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i m}+\gamma_{k} X_{i m}+R_{i m}}}-\left(1-I\left(Y_{i m}=K\right)\right)+\frac{\left(\Sigma_{k i n}^{-1}\right)_{m} \cdot R_{i}}{\sigma^{2}} \tag{2.7}
\end{align*}
$$

$\left(\left(\Sigma_{k i n}^{-1}\right)_{m}\right.$. is the m-th row of $\left.\left(\Sigma_{k i n}^{-1}\right)\right)$

$$
\begin{gather*}
\frac{\partial^{2} f_{i}}{\partial R_{i m}^{2}}=\left(f_{i}\right)_{m m}^{\prime \prime}=\frac{\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i m}+\gamma_{k} X_{i m}+R_{i m}}}{\left(1+\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i m}+\gamma_{k} X_{i m}+R_{i m}}\right)^{2}}+\frac{\left(\Sigma_{k i n}^{-1}\right)_{m m}}{\sigma^{2}}  \tag{2.8}\\
\left(f_{i}\right)_{m n}^{\prime \prime}=\frac{\left(\Sigma_{k i n}^{-1}\right)_{m n}}{\sigma^{2}} \tag{2.9}
\end{gather*}
$$

Therefore, the matrix form of the second derivative of $f_{i}$ is

$$
\begin{equation*}
\left(f_{i}\right)^{\prime \prime}=\operatorname{diag}\left(\frac{\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i 1}+\gamma_{k} X_{i 1}+R_{i 1}}}{\left(1+\sum_{k=1}^{K-1} e^{\left.\alpha_{k}+\beta_{k} G_{i 1}+\gamma_{k} X_{i 1}+R_{i 1}\right)^{2}}\right.}, \ldots, \frac{\sum_{k=1}^{K-1} e^{\alpha_{k}+\beta_{k} G_{i n_{i}}+\gamma_{k} x_{i n_{i}}+R_{i n_{i}}}}{\left(1+\sum_{k=1}^{K-1} e^{\left.\alpha_{k}+\beta_{k} G_{i i_{i}}+\gamma_{k} X_{i n_{i}}+R_{i n_{i}}\right)^{2}}\right.}\right)+\frac{\left(\Sigma_{k i n}\right)^{-1}}{\sigma^{2}} \tag{2.10}
\end{equation*}
$$

Then we apply the coordinate transformation using AGQ to the likelihood resulting in the following log likelihood approximation:

$$
\begin{align*}
L(\theta) & =\prod_{i=1}^{n} \int e^{-f_{i}} d R_{i}=\prod_{i=1}^{n} \int e^{-f_{i}+\frac{z_{i}^{2}}{2}} e^{-\frac{z_{i}^{2}}{2}}\left|\left(f_{i}\right)^{\prime \prime}\right|^{-\frac{1}{2}} d z_{i} \\
& =\prod_{i=1}^{n}(2 \pi)^{n_{i} / 2}\left|\left(f_{i}\right)^{\prime \prime}\right|^{-\frac{1}{2}} \int e^{-f_{i}+\frac{z_{i}^{2}}{2}} \frac{1}{(2 \pi)^{n_{i} / 2}} e^{-\frac{z_{i}^{2}}{2}} d z_{i} \\
& \approx \prod_{i=1}^{n}(2 \pi)^{n_{i} / 2}\left|\left(f_{i}\right)^{\prime \prime}\right|^{-\frac{1}{2}} \sum_{j_{1}=1}^{N_{G Q}} \cdots \sum_{j_{n_{i}}=1}^{N_{G Q}} \exp \left\{-f_{i}+\frac{\| z_{j_{1}}, \ldots,\left.z_{j_{n_{i}}}\right|^{2}}{2}\right\} \prod_{k=1}^{n_{i}} w_{j k} \tag{2.11}
\end{align*}
$$

Given the approximated log-likelihood function, we estimate the model parameters with the following steps:

1. We preselect a list of possible values of $\sigma^{2}$, for the model containing covariates only (no genetic variant);
2. Given a value of $\sigma^{2}$ and an initial estimate of $\alpha, \beta, \gamma$ from the model for unrelated samples, we derive $\hat{R}_{i}$ that minimizes $f_{i}$;
3. Given $\hat{R}_{i}$ from step 2, we derive $\hat{\alpha}, \hat{\beta}, \hat{\gamma}$ that maximizes the AGQ approximated marginal likelihood (2.11);
4. We iterate between steps 2 and 3 until convergence, and calculate the approximated likelihood function.
5. We compare the approximated likelihood function at each $\sigma^{2}$ and select the value of $\sigma^{2}$ with the maximum likelihood function.

### 2.2.2 Laplace approximation

AGQ is very computer intensive, especially with large number of grid points, although the approximation can be very accurate. We consider the use of Laplace approximation [37] as a more computationally feasible alternative. The coxme package developed by Therneau [44] was also based on Laplace approximation to approximate the survival function with random effects. Once we have the approximated log-likelihood function, we can easily conduct estimation as well as hypothesis testing.

Incorporating the overall family structure, the likelihood function can be rewritten as:

$$
\begin{equation*}
L(\theta)=\int f(\theta \mid R) \phi(R) d R=\frac{1}{\left(2 \pi \sigma^{2}\right)^{n / 2}\left|\Sigma_{k i n}\right|^{1 / 2}} \int e^{\log f(\theta \mid R)-\frac{R^{\prime} \Sigma_{k i n}^{-1} R}{2 \sigma^{2}}} d R \tag{2.12}
\end{equation*}
$$

where $f(\theta \mid R)$ is the conditional likelihood function; $\phi(R)$ is the density function of $R$. After rearranging the terms of the intergrand of $L(\theta)$, we define

$$
\begin{equation*}
P C l=\log f(\theta \mid R)-\frac{R^{\prime} \Sigma_{k i n}^{-1} R}{2 \sigma^{2}} \tag{2.13}
\end{equation*}
$$

as the "Penalized Conditional log-likelihood"' ( PCl ).

## Penalized conditional log-likelihood

The full explicit form of PCl is formulated as

$$
\begin{aligned}
& P C l=\log (f(\theta \mid R))-\frac{R^{T} \Sigma_{k_{i n}}^{-1} R}{2 \sigma^{2}} \\
& =\log \prod_{i=1}^{n} \prod_{j=1}^{n_{i}}\left\{\left[\prod_{k=1}^{K-1}\left(\frac{e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j}+R_{i j}}}{1+\sum e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j}+R_{i j}}}\right) I\left(Y_{i j}=k\right)\right]\left(\frac{1}{1+\sum e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}\right)^{I\left(Y_{i j}=K\right)}\right\}- \\
& \frac{R^{T} \Sigma_{k_{i n}}^{-1} R}{2 \sigma^{2}} \\
& =\quad \sum_{i, j}\left[\sum_{k=1}^{K-1} I\left(Y_{i j} \quad=\quad k\right) \log \frac{e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}{1+\sum e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j}+R_{i j}}}+I\left(Y_{i j}=\right.\right. \\
& \text { K) } \left.\log \frac{1}{1+\sum e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}\right]-\frac{R^{T} \sum_{k i n}^{-1} R}{2 \sigma^{2}} \\
& =\sum_{i, j}\left[-\log \left(1+\sum e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)+\sum_{k=1}^{K-1} I\left(Y_{i j}=k\right)\left(\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+\right.\right. \\
& \left.\left.R_{i j}\right)\right]-\frac{R^{T} \Sigma_{k i n}^{-1} R}{2 \sigma^{2}} \\
& =-\sum_{i, j} \log \left(1+\sum e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)+\sum_{i, j, k} I\left(Y_{i j}=k\right)\left(\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}\right)+ \\
& \sum_{i, j}\left(1-I\left(Y_{i j}=K\right)\right) R_{i j}-\frac{R^{T} \Sigma_{k i n}^{-1} R}{2 \sigma^{2}}
\end{aligned}
$$

After applying a second-order multivariate Taylor expansion to PCl ,

$$
\begin{equation*}
P C l \approx P C l(\hat{\theta}, \hat{R})+(\theta-\hat{\theta}, R-\hat{R}) P C l^{\prime \prime}(\hat{\theta}, \hat{R})(\theta-\hat{\theta}, R-\hat{R})^{T} / 2 \tag{2.14}
\end{equation*}
$$

where $\hat{\theta}, \hat{R}$ are the global maxima of PCl , so the term of the first derivative vanishes. Assuming $\hat{\theta}$ is good approximation for $\hat{\theta_{M L E}}$,

$$
\begin{align*}
\operatorname{PCl}\left(\hat{\theta_{M L E}}, R\right) \approx P C l(\hat{\theta}, R) & =P C l(\hat{\theta}, \hat{R})+(R-\hat{R})^{T} P C l^{\prime \prime}(\hat{\theta}, \hat{R})_{R R}(R-\hat{R}) / 2 \\
& =P C l(\hat{\theta}, \hat{R})-(R-\hat{R})^{T} H(\hat{\theta}, \hat{R})_{R R}(R-\hat{R}) / 2 \tag{2.15}
\end{align*}
$$

( $H(\cdot, \cdot)$ is the observed information matrix based on PCl .)
Therefore, the approximated likelihood function at the MLE is derived as follows:

$$
\begin{align*}
& L\left(\hat{\theta}_{M L E}\right)= \\
& =\frac{1}{\left(\sqrt{2 \pi \sigma^{2}}\right)^{n}\left|\Sigma_{k i n}\right|^{1 / 2}} \int \exp \left\{P C l\left(\hat{\theta}_{M L E}, R\right)\right\} d R \\
& =\frac{e^{P C l(\hat{\theta}, \hat{R})}}{\left(\sqrt{2 \pi \sigma^{2}}\right)^{n}\left|\Sigma_{k i n}\right|^{1 / 2}} \int e^{-\frac{(R-\hat{R})^{T} H(\hat{\theta}, \hat{R})_{R R}(R-\hat{R})}{2}} d R \\
& =\frac{e^{P C l(\hat{\theta}, \hat{R})}}{\left(\sqrt{2 \pi \sigma^{2}}\right)^{n}\left|\Sigma_{k i n}\right|^{1 / 2}}(\sqrt{2 \pi})^{n}|H|^{-1 / 2}  \tag{2.16}\\
& \\
& =\frac{e^{P C l(\hat{\theta}, \hat{R})}}{\sigma^{n}\left|\Sigma_{k i n}\right|^{1 / 2}|H|^{1 / 2}}
\end{align*}
$$

Equivalently, the approximated log likelihood function at the MLE is

$$
\begin{equation*}
l\left(\hat{\theta}_{M L E}\right)=P C l(\hat{\theta}, \hat{R})-\frac{n}{2} \log \left(\sigma^{2}\right)-\frac{1}{2} \log \left|\Sigma_{k i n}\right|-\frac{1}{2} \log \left|H(\hat{\theta}, \hat{R})_{R R}\right| . \tag{2.17}
\end{equation*}
$$

## Grid search

Based on the complex form of the marginal likelihood, we can not solve for the MLE of the variance parameter $\sigma^{2}$ directly. Therefore, similar to the procedure applied in AGQ, we implement a grid-search scheme to obtain the approximated $\hat{\sigma^{2}}{ }_{M L E}$. The core strategy consists of the following four steps:

1. We choose a set of possible $\sigma^{2}$ values;
2. For a given $\sigma^{2}$, we use Newton-Ralphson algorithm to obtain $\hat{\theta}$ and $\hat{R}$ that maximizes PCl;
3. We calculate the approximated maximum $\log$-likelihood evaluated at the given $\sigma^{2}$;
4. We repeat steps 2 and 3 for all possible value of $\sigma^{2}$ chosen in step 1 ;
5. We select the value of $\sigma^{2}$ with the largest maximum log-likelihood.

We implement a nested grid search in practice, so that we are able to reduce the searching range and refine the estimates, at each iteration. We first use a large but sparse grid to find the best targeted area, so that in the second search we can use a more dense grid to efficiently and accurately locate the value of $\hat{\sigma^{2}}{ }_{M L E}$. Here the log likelihood function is assumed to be concave as a function of $\sigma^{2}$, so there exists only one global maxima. The MLE of $\sigma^{2}$ is almost invariant to models with or without the genetic variant. For ease of computation, we implement a nested grid search for $\sigma_{M L E}^{2}$ in the model without the genetic variant. Once the best $\hat{\sigma^{2}}$ is located, we use Newton-Ralphson algorithm to solve for the global maxima $\hat{\theta}$ and $\hat{R}$ of PCl .

Note that in step 2 of the search scheme, $\theta$ and $R$ are estimated simultaneously. However, in AGQ, $\theta$ and R are estimated recursively. This explains why Laplace approximation improves the computational efficiency of AGQ.

## Newton-Ralphson algorithm

The central computation strategy is to use line search as the outer loop and Newton-Ralphson Algorithm as the inner loop. The outerloop searches over the parameter space of $\sigma^{2}$ for the MLE. For a given $\sigma^{2}$, the inner loop works as follows:

1. We solve for the maxima $(\hat{\theta}, \hat{R})$ of PCl using Newton-Ralphson Algorithm;
2. We use the formula (2.17) to compute the corresponding maximum log-likelihood.

The general idea of Newton-Raphson method is to utilize a first order approximation assuming the initial starting point does not deviate much from the true value. Generally, $\theta$ denotes the vector of parameters to estimate, $I$ denotes the observed information matrix,
and $l^{\prime}$ denotes the score function. The iteration formula (from the $m$-th to the $(\mathrm{m}+1)$ th iteration) is
$\theta_{(m+1)}=\theta_{(m)}+I\left(\theta_{m}\right)^{-1} l^{\prime}\left(\theta_{(m)}\right)$.
The first and second derivative of PCl are key components for the implementation of Newton-Ralphson Algorithm. Let P denote the number of predictors including intercept; $k=1, \cdots,(K-1)$ and K is the total number of categories. The first-order derivatives of PCl are:

$$
\begin{align*}
& \frac{\partial P C l}{\partial \alpha_{k}}=-\sum_{i, j} \frac{e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}{1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}+\sum_{i, j} I\left(Y_{i, j}=k\right) \\
& \frac{\partial P C l}{\partial \beta_{k}}=-\sum_{i, j} \frac{G_{i j} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}{1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}+\sum_{i, j} G_{i j} I\left(Y_{i, j}=k\right) \\
& \frac{\partial P C l}{\partial \gamma_{k m}}=-\sum_{i, j} \frac{X_{i j m} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}{1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}+\sum_{i, j} X_{i j m} I\left(Y_{i, j}=k\right) \\
& \frac{\partial P C l}{\partial R_{i j}}=-\frac{\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}{1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}+\sum_{k=1}^{K-1} I\left(Y_{i j}=k\right)-\frac{\left(\Sigma_{k i n}^{-1}\right)_{i j} R}{\sigma^{2}} \tag{2.18}
\end{align*}
$$

The second-order derivatives are: $\forall m \neq m^{\prime}$

$$
\begin{aligned}
& \frac{\partial^{2} P C l}{\partial \alpha_{k}^{2}}=-\sum_{i, j} \frac{e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\left(1+\sum_{t=1 ; t \neq k}^{t=(K-1)} e^{\alpha_{t}+\beta_{t} G_{i j}+\gamma_{t}^{T} X_{i j}+R_{i j}}\right)}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}} \\
& \frac{\partial^{2} P C l}{\partial \beta_{k}^{2}}=-\sum_{i, j} \frac{G_{i j}^{2} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\left(1+\sum_{t \neq k} e^{\alpha_{t}+\beta_{t} G_{i j}+\gamma_{t}^{T} X_{i j}+R_{i j}}\right)}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}} \\
& \frac{\partial^{2} P C l}{\partial \gamma_{k m}^{2}}=-\sum_{i, j} \frac{X_{i j m}^{2} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\left(1+\sum_{t \neq k} e^{\alpha_{t}+\beta_{t} G_{i j}+\gamma_{t}^{T} X_{i j}+R_{i j}}\right)}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}} \\
& \frac{\partial^{2} P C l}{\partial \gamma_{k m} \partial \gamma_{k m^{\prime}}}=-\sum_{i, j} \frac{X_{i j m} X_{i j m^{\prime}} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\left(1+\sum_{t \neq k} e^{\alpha_{t}+\beta_{t} G_{i j}+\gamma_{t}^{T} X_{i j}+R_{i j}}\right)}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}} \\
& \frac{\partial^{2} P C l}{\partial \alpha_{k} \partial \beta_{k}}=-\sum_{i, j} \frac{G_{i j} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\left(1+\sum_{t \neq k} e^{\alpha_{t}+\beta_{t} G_{i j}+\gamma_{t}^{T} X_{i j}+R_{i j}}\right)}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}} \\
& \frac{\partial^{2} P C l}{\partial \alpha_{k} \partial \gamma_{k m}}=-\sum_{i, j} \frac{X_{i j m} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\left(1+\sum_{t \neq k} e^{\alpha_{t}+\beta_{t} G_{i j}+\gamma_{t}^{T} X_{i j}+R_{i j}}\right)}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}} \\
& \frac{\partial^{2} P C l}{\partial \beta_{k} \partial \gamma_{k m}}=-\sum_{i, j} \frac{G_{i j} X_{i j m} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\left(1+\sum_{t \neq k} e^{\alpha_{t}+\beta_{t} G_{i j}+\gamma_{t}^{T} X_{i j}+R_{i j}}\right)}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{\partial^{2} P C l}{\partial \alpha_{k} \partial R_{i j}}=-\frac{e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\left.\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}\right)^{2}}\right.} \\
& \frac{\partial^{2} P C l}{\partial \beta_{k} \partial R_{i j}}=-\frac{G_{i j} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\left.\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}\right)^{2}}\right.} \\
& \frac{\partial^{2} P C l}{\partial \gamma_{k m} \partial R_{i j}}=-\frac{X_{i j m} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\left.\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}\right)^{2}}\right.}
\end{aligned}
$$

$\forall k^{\prime} \neq k$

$$
\begin{gather*}
\frac{\partial^{2} P C l}{\partial \alpha_{k} \partial \alpha_{k^{\prime}}}=\sum_{i, j} \frac{e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}} G_{i j}+\gamma_{k^{\prime}}^{T} X_{i j}+R_{i j}}}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}} \\
\frac{\partial^{2} P C l}{\partial \alpha_{k} \partial \beta_{k^{\prime}}}=\sum_{i, j} \frac{G_{i j} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}} G_{i j}+\gamma_{k^{\prime}}^{T} X_{i j}+R_{i j}}} \frac{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}}{\partial \alpha_{k} \partial \gamma_{k^{\prime} m}^{2}}=\sum_{i, j} \frac{X_{i j m} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}} G_{i j}+\gamma_{k^{\prime}}^{T} X_{i j}+R_{i j}}}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}}}{\frac{\partial^{2} P C l}{\partial \beta_{k} \partial \beta_{k^{\prime}}}}=\sum_{i, j} \frac{G_{i j}^{2} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}} G_{i j}+\gamma_{k^{\prime}}^{T} X_{i j}+R_{i j}}} \frac{\partial^{2} P C l}{\partial \beta_{k} \partial \gamma_{k^{\prime} m}}=\sum_{i, j} \frac{G_{i j} X_{i j m} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}} G_{i j}+\gamma_{k^{\prime}}^{T} X_{i j}+R_{i j}}}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}}}{\frac{\partial^{2} P C l}{\partial \gamma_{k m} \partial \gamma_{k^{\prime} m}}}=\sum_{i, j} \frac{X_{i j m}^{2} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}} G_{i j}+\gamma_{k^{\prime}}^{T} X_{i j}+R_{i j}}}{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}} \\
\frac{\partial^{2} P C l}{\partial \gamma_{k m} \partial \gamma_{k^{\prime} m^{\prime}}}=\sum_{i, j} \frac{X_{i j m} X_{i j m^{\prime}} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}} e_{k_{k^{\prime}}+\beta_{k^{\prime}} G_{i j}+\gamma_{k^{\prime}}^{T} X_{i j}+R_{i j}}^{\left(1+\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}+R_{i j}}\right)^{2}} .}{} .
\end{gather*}
$$

When the initial starting point is far from the true value, it can make it difficult or even impossible for the algorithm to converge. To solve this issue, a small adjustment is proposed during the iterations [1] [3] [11]:
$\theta_{(k+1)}=\theta_{(k)}+\gamma I\left(\theta_{k}\right)^{-1} l^{\prime}\left(\theta_{(k)}\right)$
where $0<\gamma<1$ is a prespecified constant.
We select the coefficient estimates of general logit in unrelated samples as the initial value [14]:

$$
\begin{equation*}
g\left(P\left(Y_{i j}=k \mid G_{i j}, R_{i j}\right)\right)=\alpha_{k}+\beta_{k} G_{i j}+X_{i j}^{T} \gamma_{k} \tag{2.21}
\end{equation*}
$$

where $k=1, \cdots,(K-1)$ and K is the total number of categories. This improves convergence of the inner loop.

### 2.2.3 Association test

Two types of association tests are performed and compared to evaluate the global null hypothesis $H_{0}: \beta_{1}=\cdots=\beta_{K-1}=0$.

## Wald test

The Wald test is based on PCl , its global maxima and $\hat{\sigma^{2}}$.
The expected Information matrix is calculated with respect to $R_{i j} \forall(i, j)$, using the second-order Taylor expansion approximation. Because we know

$$
\begin{gather*}
E\left[R_{i j}\right]=0  \tag{2.22}\\
\operatorname{Var}\left(R_{i j}\right)=\sigma^{2} \quad\left(\Sigma_{k i n}\right)_{i j, i j}=\frac{\sigma^{2}}{2}, \tag{2.23}
\end{gather*}
$$

we can write

$$
\begin{aligned}
& -E \frac{\partial^{2} P C l}{\partial \alpha_{k}^{2}}=\sum_{i, j} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}\left[\frac{1+\sum_{m \neq k}}{\left(1+\sum\right)^{2}}+\frac{\left(1-4 e^{\left.\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j}-2 \sum \sum_{m \neq k}+\sum^{2}\right) \sigma^{2}}\right.}{4\left(1+\sum\right)^{4}}\right]} \\
& -E \frac{\partial^{2} P C l}{\partial \beta_{k}^{2}}=\sum_{i, j} G_{i j}^{2} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j}\left[\frac{1+\sum_{m \neq k}}{\left(1+\sum\right)^{2}}+\frac{\left(1-4 e^{\left.\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j}-2 \sum \sum_{m \neq k}+\sum^{2}\right) \sigma^{2}}\right.}{4\left(1+\sum\right)^{4}}\right]} \\
& -E \frac{\partial^{2} P C l}{\partial \gamma_{k m}^{2}}=\sum_{i, j} X_{i j m}^{2} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}}\left[\frac{1+\sum_{t \neq k}}{\left(1+\sum\right)^{2}}+\frac{\left(1-4 e^{\left.\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}-2 \sum \sum_{t \neq k}+\sum^{2}\right) \sigma^{2}}\right.}{4\left(1+\sum\right)^{4}}\right] \\
& -E \frac{\partial^{2} P C l}{\partial \gamma_{k m} \partial \gamma_{k m^{\prime}}}=\sum_{i, j} X_{i j m} X_{i j m^{\prime}} e^{\left.\left.\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}\left[\frac{1+\sum_{t \neq k}}{\left(1+\sum\right)^{2}}+\frac{\left(1-4 e^{\left.\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}-2 \sum \sum_{t \neq k}+\sum^{2}\right) \sigma^{2}}\right.}{4\left(1+\sum\right)^{4}}\right]\right)\right]} \\
& -E \frac{\partial^{2} P C l}{\partial \alpha_{k} \partial \beta_{k}}=\sum_{i, j} G_{i j} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}\left[\frac{1+\sum_{m \neq k}}{\left(1+\sum\right)^{2}}+\frac{\left(1-4 e^{\left.\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j}-2 \sum \sum_{m \neq k}+\sum^{2}\right) \sigma^{2}}\right.}{4\left(1+\sum\right)^{4}}\right]} \\
& -E \frac{\partial^{2} P C l}{\partial \alpha_{k} \partial \gamma_{k m}}=\sum_{i, j} X_{i j m} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}\left[\frac{1+\sum_{m \neq k}}{\left(1+\sum\right)^{2}}+\frac{\left(1-4 e^{\alpha}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}-2 \sum \sum_{m \neq k}+\sum^{2}\right) \sigma^{2}}{4\left(1+\sum\right)^{4}}\right]} \\
& -E \frac{\partial^{2} P C l}{\partial \beta_{k} \partial \gamma_{k m}}=\sum_{i, j} G_{i j} X_{i j m} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}}\left[\frac{1+\sum_{m \neq k}}{\left(1+\sum\right)^{2}}+\frac{\left(1-4 e^{\left.\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}-2 \sum \sum_{m \neq k}+\sum^{2}\right) \sigma^{2}}\right.}{4\left(1+\sum\right)^{4}}\right]
\end{aligned}
$$

$\forall k \neq k^{\prime}$

$$
\begin{align*}
& -E \frac{\partial^{2} P C l}{\partial \alpha_{k} \partial \alpha_{k^{\prime}}}=-\sum_{i, j} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}} G_{i j}+\gamma_{k^{\prime}}^{T} x_{i j}}\left[\frac{1}{\left(1+\sum\right)^{2}}+\frac{(2-\Sigma) \sigma^{2}}{2\left(1+\sum\right)^{4}}\right]} \\
& -E \frac{\partial^{2} P C l}{\partial \beta_{k} \partial \beta_{k^{\prime}}}=-\sum_{i, j} G_{i j}^{2} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}} G_{i j}+\gamma_{k^{\prime}}^{T} x_{i j}}\left[\frac{1}{\left(1+\sum\right)^{2}}+\frac{(2-\Sigma) \sigma^{2}}{2\left(1+\sum\right)^{4}}\right]} \\
& -E \frac{\partial^{2} P C l}{\partial \gamma_{k m}^{\partial \gamma_{k^{\prime}} m}}=-\sum_{i, j} X_{i j m}^{2} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}}} G_{i j}+\gamma_{k^{\prime}}^{T} x_{i j}\left[\frac{1}{\left(1+\sum\right)^{2}}+\frac{\left.\left(2-\sum\right)\right)^{2}}{2\left(1+\sum\right)^{4}}\right]} \\
& -E \frac{\partial^{2} P C l}{\partial \alpha_{k} \partial \beta_{k^{\prime}}}=-\sum_{i, j} G_{i j} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}} G_{i j}+\gamma_{k^{\prime}}^{T} x_{i j}}\left[\frac{1}{\left(1+\sum\right)^{2}}+\frac{(2-\Sigma) \sigma^{2}}{2\left(1+\sum\right)^{4}}\right]} \\
& -E \frac{\partial^{2} P C l}{\partial \alpha_{k} \partial \gamma_{k^{\prime} m}}=-\sum_{i, j} X_{i j m} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}} G_{i j}+\gamma_{k^{\prime}}^{T} x_{i j}}\left[\frac{1}{\left(1+\sum\right)^{2}}+\frac{\left(2-\sum\right) \sigma^{2}}{2(1+\Sigma)^{4}}\right]} \\
& -E \frac{\partial^{2} P C l}{\partial \beta_{k} \partial_{k^{\prime} m}}=-\sum_{i, j} G_{i j} X_{i j m} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}} G_{i j}+\gamma_{k^{\prime}}^{T} x_{i j}}\left[\frac{1}{\left(1+\sum\right)^{2}}+\frac{(2-\Sigma) \sigma^{2}}{2\left(1+\sum\right)^{4}}\right]} \\
& -E \frac{\partial^{2} P C l}{\partial \gamma_{k m} \gamma_{k^{\prime} m^{\prime}}}=-\sum_{i, j} X_{i j m} X_{i j m^{\prime}} e^{\alpha}{ }_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j} e^{\alpha_{k^{\prime}}+\beta_{k^{\prime}}} G_{i j}+\gamma_{k^{\prime}}^{T} X_{i j}\left[\frac{1}{\left(1+\sum\right)^{2}}+\frac{\left(2-\sum\right) \sigma^{2}}{2\left(1+\sum\right)^{4}}\right] \\
& -E \frac{\partial^{2} P C l}{\partial R_{i j}^{2}}=\sum e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} x_{i j}}\left[\frac{1}{\left(1+\sum\right)^{2}}+\frac{\left(1-4 \sum+\sum^{2}\right) \sigma^{2}}{4(1+\Sigma)^{4}}\right] \tag{2.25}
\end{align*}
$$

where $\sum$ is the abbreviation for $\sum_{k=1}^{k=(K-1)} e^{\alpha_{k}+\beta_{k} G_{i j}+\gamma_{k}^{T} X_{i j}}$.
Let $\theta$ denote the coefficient parameters $\theta=(\alpha, \beta, \gamma, R)$. Because R is a nuissance vector,
we adjust the information matrix by eliminating the impact of R [46]:

$$
\begin{equation*}
I_{\theta \theta a d j}=I_{\theta \theta}-I_{\theta R} I_{R R}^{-1} I_{R \theta} \tag{2.26}
\end{equation*}
$$

The Wald test statistic is

$$
\begin{equation*}
\chi^{2}=\hat{\beta}^{T}\left(\left(\left(_{\theta \theta a d j}^{-1}\right)_{\beta \beta}\right)^{-1} \hat{\beta}\right. \tag{2.27}
\end{equation*}
$$

evaluated at the global maxima $\hat{\theta^{2}}$ of PCl and follows a $\chi_{K-1}^{2}$ distribution asymptotically.

## Likelihood ratio test

The likelihood ratio statistic is defined as

$$
\begin{equation*}
\chi^{2}=-2\left(l_{0}-l_{a}\right), \tag{2.28}
\end{equation*}
$$

where $l_{0}$ is the maximum $\log$ likelihood evaluated at the null hypothesis, and $l_{a}$ is the maximum log likelihood evaluated at the whole space (union of the null and the alternative hypotheses) of the parameters. From statistics theory, we know the test statistic follows a $\chi_{(K-1)}^{2}$ distribution asymptotically.

### 2.3 Simulation studies

We perform simulation studies to assess the type-I error rate and the power under several different scenarios.

### 2.3.1 Type-I error assessment

Five thousand datasets are simulated to assess the type-I error of the proposed model. In each dataset, 500 nuclear families with 2 offspring are simulated. Two continuous phenotypes with the same moderate heritability ( $h^{2} \approx 0.43$ ), FG and BMI, are generated. We use these two continuous traits to create a three-class multinomial
trait (diabetic \& obese, diabetic \& non-obese, non-diabetic) which has no obvious ordinal trend. An additively coded genotype is generated using random dropping within families, independently of the phenotypes. The variance of the bivariate phenotypes in the $i^{t h}$ family is

$$
\begin{gather*}
\operatorname{Var}\left(Y_{i}\right)=\Sigma_{G_{i}}+\Sigma_{E_{i}}=\Sigma_{A} \otimes\left(2 \times \Sigma_{k i n_{i}}\right)+\Sigma_{E} \otimes I_{n_{i}} \\
=\left(\begin{array}{cc}
\operatorname{var}(F G) & \operatorname{cov}(F G, B M I) \\
\operatorname{cov}(F G, B M I) & \operatorname{var}(B M I)
\end{array}\right) \otimes\left(2 \times \Sigma_{k i n_{i}}\right)+\Sigma_{E} \otimes I_{n_{i}} . \tag{2.29}
\end{gather*}
$$

We denote the heritability of the continuous trait as $h^{2}$, which is the proportion of variance in the trait explained by additive genetic effect. Thus

$$
\begin{equation*}
\Sigma_{E}=\left(\frac{1}{h^{2}}-1\right) \Sigma_{A} \tag{2.30}
\end{equation*}
$$

assuming the same heritability for both traits, where $\Sigma_{A}=$ $\left(\begin{array}{cc}\operatorname{var}(F G) & \operatorname{cov}(F G, B M I) \\ \operatorname{cov}(F G, B M I) & \operatorname{var}(B M I)\end{array}\right)$ is estimated from FHS data. 2 cutoffs of discretization to generate the 3 categories (i.e., diabetic \& obese, diabetic \& non-obese and non-diabetic, Table 2.1) are explored. We use $\alpha=0.05$ to declare statistical significance. To summarize, a total of 4 scenarios are investigated:

1. Genotype with $\mathrm{MAF}=0.3$, a trait with three even categories;
2. Genotype with MAF $=0.05$, a trait with three even categories;
3. Genotype with MAF=0.3, a trait with three uneven categories $(22 \%, 18 \%, 60 \%)$;
4. Genotype with MAF=0.05, a trait with three uneven categories $(22 \%, 18 \%, 60 \%)$;

Table 2.1: Distribution of evenly/unevenly distributed Categories

| Category | 1. diabetic \& obese | 2. diabetic \& non-obese | 3. non-diabetic |
| :---: | :---: | :---: | :---: |
| Uneven | $22 \%$ | $18 \%$ | $60 \%$ |
| Even | $33.3 \%$ | $33.3 \%$ | $33.3 \%$ |

Table 2.2: Type-I error results

| $\alpha$ | MAF | Design | Wald (95\% CI) | LRT (95\% CI) | GLMM (LRT) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.05 | 0.3 | Even | $0.048(0.043,0.055)$ | $0.060(0.054,0.067)$ | 0.0484 |
|  |  | Uneven | $0.054(0.048,0.061)$ | $0.065(0.059,0.072)$ | 0.0504 |
|  | 0.05 | Even | $0.048(0.042,0.055)$ | $0.062(0.056,0.069)$ | 0.0458 |
|  |  | Uneven | $0.048(0.042,0.054)$ | $0.058(0.051,0.064)$ | 0.043 |

We caculate the type-I error rate for our approach using both wald-test and LRT (Table 2.2), and chose wald-test as the association test for our approach, because it has the correct type-I error rate compared to the slight inflation of LRT.

### 2.3.2 Power assessment

Power of this proposed model is compared to 3 other approaches. 5000 datasets are simulated under the alternative hypothesis that the phenotype is associated with the genotype. In each replicate, 300 nuclear families with 4 offspring are generated. The simulated genotype accounts for $0.5 \%$ of the total trait variability. Three categories are assigned based on the following probability equations.

$$
\left\{\begin{array}{l}
\log \frac{P\left(Y_{i j}=1\right)}{P\left(Y_{i j}=3\right)}=\beta_{10}+\beta_{1} S N P_{i j}+R_{i j} \\
\log \frac{P\left(Y_{i j}=2\right)}{P\left(Y_{i j}=3\right)}=\beta_{20}+\beta_{2} S N P_{i j}+R_{i j}
\end{array}\right.
$$

where
$\beta_{10}$ and $\beta_{20}$ are randomly selected from a uniform distribution between -0.1 and $0.1(U(-0.1,0.1))$ $\max \left(\left|\beta_{1}\right|,\left|\beta_{2}\right|\right)=\sqrt{\frac{0.5 \%}{2 M A F(1-M A F)}}$
$\min \left(\left|\beta_{1}\right|,\left|\beta_{2}\right|\right)=\frac{1}{3} \sqrt{\frac{0.5 \%}{2 M A F(1-M A F)}}$. The sign of $\beta_{1}$ and $\beta_{2}$ are randomly assigned with equal probabilities.

The vector R is generated from a multivariate normal distribution, $R \sim N\left(0, \sigma_{a}^{2} \Sigma_{k i n}\right)\left(0<\sigma_{a}^{2}<1\right)$. Each individual is assigned to the category with the highest probability (i.e. $\arg _{k} \max \left(P\left(Y_{i j}=k\right)\right.$, based on his genotype and the above equations.

The three methods against which we compare our proposed model (Fammulti) are Generalized Linear Mixed Model (GLMM) clustered by family, using SAS procedure GLIMMIX and IML; our proposed model with a binary outcome by collapsing categories 2 and 3; and GLMM clustered by families with categories 2 and 3 collapsed. Two genetic variants, one with $\mathrm{MAF}=0.05$ and the other with $\mathrm{MAF}=0.3$, are studied. Two thresholds ( 0.01 and 0.001 ) are used to claim a significance. Our approach is consistently more powerful than the other three methods (Table 2.3). The type-I error rate of GLMM has been explored and demonstrated to be correct (Table 2.2), so we are comparing the power of our approach with GLMM on a fair basis.

Table 2.3: Power rate of Fammulti, GLMM, Collapsed Fammulti and Collapsed GLMM

| MAF | $\alpha$ | Fammulti | GLMM | Collapsed Fammulti | Collapsed GLMM |
| :---: | ---: | :---: | :---: | :---: | :---: |
| 0.3 | 0.01 | $77.9 \%$ | $72.6 \%$ | $47.2 \%$ | $2.6 \%$ |
|  | 0.001 | $63.3 \%$ | $54.6 \%$ | $33.8 \%$ | $1.4 \%$ |
| 0.05 | 0.01 | $80.1 \%$ | $77.1 \%$ | $50.5 \%$ | $1.7 \%$ |
|  | 0.001 | $64.2 \%$ | $58.1 \%$ | $36.2 \%$ | $<1 \%$ |

### 2.4 Application

### 2.4.1 Phenotype

Our novel approach is applied to a real phenotype dataset from the FHS with a sample size of 5709 with no missing phenotype or covariates. Initiated in 1948, the FHS is a
longitudinal study consisting of three generations of participants: the original cohort, the offspring cohort and the 3rd generation cohort, comprising 14428 participants. All the participants are from the town of Framingham, Massachusetts, and some participants are related. Over the years, FHS has yielded fruitful results in identifying risk factors of cardiovascular-related traits like blood pressure, cholesterol level as well as glycemic and metabolic traits. Moreover, the association between the physical traits and genetic factors are also being studied intensively. We first create an obesity trait by categorizing the value of BMI at exam 5 in the Offspring cohort participants and the first exam in the Generation 3 cohort participants. Although obesity usually has four categories: normal ( $B M I \leq 25$ ); overweight $(25 \leq B M I \leq 30)$; moderately obese $(30 \leq B M I \leq 35)$ and severely obese ( $B M I>35$ ), we collapse the upper two categories (moderately obese and severely obese) because each of them includes few individuals.The proportion in each category is presented in Table 2.4. Because BMI increases with age, on average, we adjust our analyses for age of the participants, which ranges from 19 to 82 years.

Table 2.4: Proportion of various obesity statuses in the phenotype dataset

| Normal | Overweight | Moderately or severely obese |
| :---: | :---: | :---: |
| $38.6 \%$ | $38.3 \%$ | $23.1 \%$ |

### 2.4.2 Genotype

We apply our approach to MACH (Markov Chain based haplotyper)-imputed SHARe genotype data using Affymetrix 500K array supplemented by the MIPH 50K array. The NHLBI SHARe Project conducted genome wide association studies (GWAS) in several large, multi-ethnic NHLBI Cohort studies of men and women to identify genes underlying cardiovascular and lung disease and other disorders such as osteoporosis and diabetes. The Framingham SHARe was the first cohort released in Oct 2007, with genotypes from 550,000 SNPs in over 9200 participants. Additional SNPs were imputed in the software

MACH [23] with HapMap 2 reference haplotypes developed by researchers from the University of Michigan. Prior GWAS has indicated that a gene on chromosome 16, FTO, was associated with BMI level, so we perform a chromosome-wide association test with obesity status on chromosome 16 , to evaluate the feasibility of our approach in a large cohort study.

### 2.4.3 Results

We show the overall results visually by means of the chromosome-wide plot. We observe all the top SNPs are on four genes: CDH13 $(82.66-83.83 \mathrm{Mb}), F T O(53.74-54.16$ $\mathrm{Mb})$, PKD1L2 $(81.13-81.25 \mathrm{Mb})$ and $W W O X(78.13-79.25 \mathrm{Mb}) . C D H 13$ is known to be associated with plasma levels of adiponectin [21] [8] [30] [7] [50], a trait correlated with BMI [33]. The strongest CDH13 signal is rs4782798 $\left(p=9.7 \times 10^{-6}\right)$. FTO is a known obesity gene [12], with the strongest signal observed at rs1558902 ( $p=10^{-4}$ ). PKD1L2 a kidney-disease associated gene also known to be implicated in Basal Metabolic Rate (BMR), with the strongest signal observed at rs9921509 $\left(p=10^{-4}\right)$. WWOX is known to be implicated in both HDL cholesterol [38] and hypertension [51]. The strongest WWOX signal is located at rs2667621 $\left(\mathrm{p}=7.1 \times 10^{-5}\right)$.

### 2.5 Discussion

In this chapter, we propose a novel approach to test the association between a genetic variant and multinomial phenotypes in family samples. We use Laplace method to approximate the marginal likelihood, and to calculate the MLE of the variance component. By combining the Newton-Ralphson Algorithm with the Laplace approximation, our approach is flexible and computationally efficient for medium to large pedigrees.

We recommend using Wald test for both common and rare variants, because our

Table 2.5: Top 30 SNPs on Chromosome 16

| Gene | rsid | Position | p |
| :---: | :---: | :---: | :---: |
| CDH13 | rs4782798 | 83505688 | $9.7 \times 10^{-6}$ |
|  | rs16960609 | 83510664 | $1.2 \times 10^{-5}$ |
|  | rs9925903 | 83508437 | $1.2 \times 10^{-5}$ |
|  | rs2325834 | 83499954 | $1.5 \times 10^{-5}$ |
|  | rs4782797 | 83498540 | $1.6 \times 10^{-5}$ |
|  | rs8050667 | 83498650 | $1.6 \times 10^{-5}$ |
|  | rs10871273 | 83504445 | $1.6 \times 10^{-5}$ |
|  | rs12597141 | 83503576 | $1.6 \times 10^{-5}$ |
|  | rs2325831 | 83500158 | $1.6 \times 10^{-5}$ |
|  | rs11860430 | 83499166 | $1.7 \times 10^{-5}$ |
|  | rs2054917 | 83503237 | $1.9 \times 10^{-5}$ |
|  | rs8061757 | 83516468 | $2.7 \times 10^{-5}$ |
|  | rs1873142 | 83500251 | $3.0 \times 10^{-5}$ |
|  | rs7188893 | 83519289 | $3.3 \times 10^{-5}$ |
| intergenic | rs990346 | 26797320 | $3.9 \times 10^{-5}$ |
| CDH13 | rs17685702 | 83509734 | $5.1 \times 10^{-5}$ |
| WWOX | rs2667621 | 78566150 | $7.1 \times 10^{-5}$ |
| CDH13 | rs4782796 | 83491379 | $7.3 \times 10^{-5}$ |
|  | rs4782795 | 83491266 | $7.3 \times 10^{-5}$ |
|  | rs7185723 | 83492640 | $9.0 \times 10^{-5}$ |
|  | rs1387381 | 83492734 | $9.0 \times 10^{-5}$ |
|  | rs11149571 | 83494888 | $9.0 \times 10^{-5}$ |
|  | rs9930243 | 83514087 | $9.0 \times 10^{-5}$ |
|  | rs7187676 | 83492854 | $9.0 \times 10^{-5}$ |
|  | rs1552557 | 83493294 | $9.1 \times 10^{-5}$ |
|  | rs7194439 | 83493961 | $9.1 \times 10^{-5}$ |
|  | rs6563910 | 83494399 | $9.5 \times 10^{-5}$ |
| PKD1L2 | rs9921509 | 83492164 | $9.7 \times 10^{-5}$ |
| CDH13 | rs12445788 | 83492256 | 0.000107 |
| FTO | rs1558902 | 53803574 | 0.000121 |



Figure 2-1: Association results for multi-category obesity status and SNPs on chromosome 16
simulation studies demonstrate that the Wald test always gives the correct type-I error rate, while LRT has slightly inflated type-I error rate. We postulate the reason behind is: the Wald test statistic uses the true MLE of PCl , while LRT statistic is approximated by Laplace approximation, and hence there could be more bias in the LRT statistic than the Wald test statistic.

Compared to GLMM, our approach is consistently more powerful, for all the MAF scenarios studied. Our approach has a few advantages over GLMM. First, our approach takes into consideration the pairwise kinship distance instead of assuming a correlation structure that doesn't take relationship into consideration as in GLMM. This is essential, because it is not always possible to have relevant information to decide which covariance structure is the best to use for GLMM. Second, GLMM can be very underpowered, especially in the scenario when some of the categories are collapsed.

Our approach has the potential to discover novel associated genes. In the data analysis, in addition to the obesity gene FTO , we also identify variants on the adiponectin gene CDH 13 to be strongly ( $p \sim 10^{-5}$ ) associated with the multinomial obesity status. Similarly, we identify genes associated with other metabolic traits like HDL cholesterol, hypertension and BMR. These results are not contradictory, because some of the metabolic traits like HDL cholesterol and BMR are strongly associated with BMI [36] [28]. In this chapter, we study the multinomial model assuming it has a canonical link function. However, other link functions sometimes may fit the data better and may facilitate the interpretation in certain conditions. So in the future, we would work on exploring the multinomial model with a general applicable link function.

## Chapter 3

# Bivariate association analysis with Extended Generalized Estimating Equations in family samples 

### 3.1 Introduction

Univariate association test has been widely used in genetics epidemiology and, when applied to GWAS, has yielded fruitful results. However, for correlated phenotypes, the univariate association tests are not as powerful or efficient as multivariate tests. In the case of two continuous phenotypes assumed to be normally distributed, a joint test can be derived as a simple extension of a univariate normal test. However, if one of the two traits is a discrete trait, for example, a binary trait, it is more challenging to derive a multivariate test of association, and it becomes even more challenging in family samples. One reason is that there is no closed form of the likelihood function for a binary trait in family samples. Quasi-likelihood-based approaches have been proposed to address such questions, and the mostly widely known approach is the GEE [54]. GEE has been frequently used to analyze correlated data and perform univariate association tests. Hall and Severini extended GEE
to EGEE [16] in 1998. EGEE has proved to be more powerful and more efficient than GEE while retaining many of the good properties of GEE. Liu et al. [25] successfully implemented EGEE in the context of a joint association test of continuous and binary traits in unrelated samples. Here we propose a method to conduct association tests for bivariate phenotypes in family samples based on EGEE.

### 3.2 Methods

We first define the model equations for the two phenotypes in family samples, as well as the notations and the assumptions. We assume that there are N independent families ( $i=1, \cdots, N$ ), and the family size $\left(n_{i}\right)$ depends on the family index $(i)$. The model is composed of two simultaneous equations written as:

$$
\left\{\begin{array}{c}
Y_{i j a}=X_{i j}^{T} \beta_{1}+b_{01 i j}+\epsilon_{i j} \\
g\left(\mu_{i j b}\right)=g\left(E\left[Y_{i j b}\right]\right)=X_{i j}^{T} \beta_{2}+b_{02 i j}
\end{array}\right.
$$

where
i is the family index, while $\mathrm{j}\left(j=1, \ldots, n_{i}\right)$ represents the j -th individual in the i -th family;
$Y_{i j a}$ is a quantitative trait, and $Y_{i j b}$ is a binary trait;
$\Sigma_{k i n}$ is the kinship matrix derived from the overall pedigree;
$b_{01}=\left(\begin{array}{c}b_{0111} \\ \vdots \\ b_{01 N n_{N}}\end{array}\right) \sim N\left(0, \Sigma_{\text {kin }} \sigma_{1}^{2}\right)$ is the random vector to account for the familial correlation
of the quantitative trait, and
$b_{02}=\left(\begin{array}{c}b_{0211} \\ \vdots \\ b_{02 N n_{N}}\end{array}\right) \sim N\left(0, \Sigma_{k i n} \sigma_{2}^{2}\right)$ is the random vector to account for the familial correlation
of the binary trait. The two familial vectors $b_{01}$ and $b_{02}$ are assumed to be independent.

The term $\epsilon_{i j} \sim N\left(0, \sigma_{e}^{2}\right)$ is the random error term of the quantitative trait.
We define the overall variance matrix of the bivariate phenotypes as $V=$ $\operatorname{diag}\left\{V_{1}, \cdots, V_{N}\right\}$, where $V_{i}(i=1, \ldots, N)$ is the variance matrix of the bivariate phenotypes for the ith family with a dimension of $2 n_{i} \times 2 n_{i}$. It has a form of $\left(\begin{array}{cc}\operatorname{Var}\left(Y_{i a}\right) & \operatorname{cov}\left(Y_{i a}, Y_{i b}\right) \\ \operatorname{cov}\left(Y_{i b}, Y_{i a}\right) & \operatorname{Var}\left(Y_{i b}\right)\end{array}\right)$. Because the variance matrix is a vital component of estimating the parameters as well as conducting hypothesis testing, we derive all the elements of the variance matrix in details in 3.2.1.

### 3.2.1 Variance structure

1. $\operatorname{Var}\left(Y_{i a}\right)$ is the covariance matrix of the quantitative trait for the ith family, and is defined as

$$
\operatorname{Var}\left(Y_{i a}\right)=\left(\begin{array}{ccccc}
\operatorname{var}\left(Y_{i 1 a}\right) & \cdots & \operatorname{cov}\left(Y_{i 1 a}, Y_{i j a}\right) & \cdots & \operatorname{cov}\left(Y_{i 1 a}, Y_{i n_{i} a}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\operatorname{cov}\left(Y_{i j a}, Y_{i 1 a}\right) & \cdots & \operatorname{var}\left(Y_{i j a}\right) & \cdots & \operatorname{cov}\left(Y_{i j a}, Y_{i n_{i} a}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\operatorname{cov}\left(Y_{i n_{i} a}, Y_{i 1 a}\right) & \cdots & \operatorname{cov}\left(Y_{i n_{i} a}, Y_{i j a}\right) & \cdots & \operatorname{var}\left(Y_{i n_{i} a}\right)
\end{array}\right)
$$

2. $\operatorname{cov}\left(Y_{i a}, Y_{i b}\right)$ is the covariance matrix of the quantitative trait and the binary trait, and is defined as

$$
\operatorname{cov}\left(Y_{i a}, Y_{i b}\right)=\left(\begin{array}{ccccc}
\operatorname{cov}\left(Y_{i 1 a}, Y_{i 1 b}\right) & \cdots & \operatorname{cov}\left(Y_{i 1 a}, Y_{i j b}\right) & \cdots & \operatorname{cov}\left(Y_{i 1 a}, Y_{i n_{i} b}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\operatorname{cov}\left(Y_{i j a}, Y_{i 1 b}\right) & \cdots & \operatorname{cov}\left(Y_{i j a}, Y_{i j b}\right) & \cdots & \operatorname{cov}\left(Y_{i j a}, Y_{i n_{i} b}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\operatorname{cov}\left(Y_{i n_{i} a}, Y_{i 1 b}\right) & \cdots & \operatorname{cov}\left(Y_{i n_{i} a}, Y_{i j b}\right) & \cdots & \operatorname{cov}\left(Y_{i n_{i} a}, Y_{i n_{i} b}\right)
\end{array}\right)
$$

3. $\operatorname{cov}\left(Y_{i b}, Y_{i a}\right)$ is the covariance matrix of the binary trait and the quantitative trait, and is defined as

$$
\begin{aligned}
& \operatorname{cov}\left(Y_{i b}, Y_{i a}\right)=\left(\begin{array}{ccccc}
\operatorname{cov}\left(Y_{i 1 b}, Y_{i 1 a}\right) & \cdots & \operatorname{cov}\left(Y_{i 1 b}, Y_{i j a}\right) & \cdots & \operatorname{cov}\left(Y_{i 1 b}, Y_{i n_{i} a}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\operatorname{cov}\left(Y_{i j b}, Y_{i 1 a}\right) & \cdots & \operatorname{cov}\left(Y_{i j b}, Y_{i j a}\right) & \cdots & \operatorname{cov}\left(Y_{i j b}, Y_{i n_{i} a}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\operatorname{cov}\left(Y_{i n_{i} b}, Y_{i 1 a}\right) & \cdots & \operatorname{cov}\left(Y_{i n_{i} b}, Y_{i j a}\right) & \cdots & \operatorname{cov}\left(Y_{i n_{i} b}, Y_{i n_{i} a}\right)
\end{array}\right) \\
& =\operatorname{cov}\left(Y_{i a}, Y_{i b}\right)^{T} ;
\end{aligned}
$$

4. $\operatorname{Var}\left(Y_{i b}\right)$ is the covariance matrix of the binary trait for the ith family, and is defined

$$
\operatorname{Var}\left(Y_{i b}\right)=\left(\begin{array}{ccccc}
\operatorname{var}\left(Y_{i 1 b}\right) & \cdots & \operatorname{cov}\left(Y_{i 1 b}, Y_{i j b}\right) & \cdots & \operatorname{cov}\left(Y_{i 1 b}, Y_{i n_{i} b}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\operatorname{cov}\left(Y_{i j b}, Y_{i 1 b}\right) & \cdots & \operatorname{var}\left(Y_{i j b}\right) & \cdots & \operatorname{cov}\left(Y_{i j b}, Y_{i n_{i} b}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\operatorname{cov}\left(Y_{i n_{i} b}, Y_{i 1 b}\right) & \cdots & \operatorname{cov}\left(Y_{i n_{i} b}, Y_{i j b}\right) & \cdots & \operatorname{var}\left(Y_{i n_{i} b}\right)
\end{array}\right) ;
$$

All the elements of the variance matrix are calculated using second-order Taylor expansion with respect to $b=\left(b_{01}, b_{02}\right)$. For derivation details, please see the Appendix.

### 3.2.2 Conditional correlation matrix

The $r, r_{j j^{\prime}}$ used in the above variance calculations (see the Appendix) are the correlation parameters which measure the correlation between the two types of traits for the same individual, and any two individuals $\left(j, j^{\prime}\right)$. Generally, we can construct a pedigree-based correlation matrix based on the kinship matrix obtained from a pedigree file. There are a few ways to specify the conditional correlation matrix. However, among the different options, one consensus is the conditional correlation is 0 between any unrelated pairs. e.g., founders, non-inbreed couples, and any two individuals from two independent families.

The more distant the biological relations of the two individuals, the smaller the conditional correlation is. Since they are correlation parameters, they are supposed to be between -1 and 1. Here I propose two feasible options:

1. Two parameters $(r, \rho)$ :

$$
r_{j j^{\prime}}=\left\{\begin{array}{cc}
r & \left(\Sigma_{k i n}\right)_{j j^{\prime}}=0.5  \tag{3.1}\\
r^{\rho} & 0<\left(\Sigma_{k i n}\right)_{j j^{\prime}}<0.5 \\
0 & \left(\Sigma_{k i n}\right)_{j j^{\prime}}=0
\end{array}\right.
$$

2. One parameter $(r)$ :

$$
r_{j j^{\prime}}=\left\{\begin{array}{cc}
r^{1 /\left(2 \times\left(\Sigma_{k i n}\right)_{j j^{\prime}}\right)} & \left(\Sigma_{k i n}\right)_{j j^{\prime}} \neq 0  \tag{3.2}\\
0 & \left(\Sigma_{k i n}\right)_{j j^{\prime}}=0
\end{array}\right.
$$

The first parameterization is constrained by two parameters $(r, \rho)$, which is similar to the compound symmetry covariance structure used in the LME, except that the elements for any unrelated pairs is set to 0 . While the second has only one parameter $r$ and therefore works more generally and leaves more degrees of freedom.

### 3.3 Quasi-likelihood

Quasi-likelihood mimics but is not a real likelihood function. However, it does have many of the good properties of a likelihood function. For example, the most basic form of quasi-likelihood can be constructed as

$$
\begin{equation*}
Q(\mu ; y)=\int_{y}^{\mu} \frac{y-t}{\sigma^{2} V(t)} d t \tag{3.3}
\end{equation*}
$$

The quasi-likelihod equation in 3.3 behaves like a likelihood function, because $U=$ $\frac{\partial Q(\mu ; y)}{\partial \mu}=\frac{Y-\mu}{\sigma^{2} V(\mu)}$ satisfies the major properties of a score function:

1. $E(U)=0$;
2. $\operatorname{Var}(U)=\frac{1}{\sigma^{2} V(\mu)}$;
3. $-E\left(\frac{\partial U}{\partial \mu}\right)=\frac{1}{\sigma^{2} V(\mu)}$.

A more stringent condition requires that the score function of the quasi-likelihood to be the gradient factor, like the score function of a real likelihood function, satisfying one additional condition:

$$
\begin{equation*}
\frac{\partial^{2} U(\beta)}{\partial \beta_{r} \beta_{s}}=\frac{\partial^{2} U(\beta)}{\partial \beta_{s} \beta_{r}} \quad \forall(r \neq s) \tag{3.4}
\end{equation*}
$$

However, this condition generally does not hold. After reparameterization the quasi-likelihood function has the following general form (assuming no dispersion) [29]:

$$
\begin{equation*}
Q(\mu ; y)=-(y-\mu)^{T} \int_{0}^{1} s[V(t(s))]^{-1} d s(y-\mu) \tag{3.5}
\end{equation*}
$$

where $t(s)=y+(\mu-y) s$

### 3.4 Incorporating the correlation information into the quasi-likelihood

The typical quasi-likelihood function does not allow for correlation parameters, explaining why the correlation parameters are not estimable in GEE. Hall and Severni improved the quasi-likelihood function by incorporating the correlation parameters, such that

$$
\begin{equation*}
Q^{+}(\mu ; y)=Q(\mu ; y)+f_{1}(a)+f_{2}(y) \tag{3.6}
\end{equation*}
$$

where $a$ is a vector containing s correlation parameters. According to quasi-likelihood theory, in order to remain a quasi-likelihood function, the following condition needs to be satisfied: $\forall(u=1, \cdots, s)$

$$
\begin{equation*}
\frac{\partial Q^{+}(\mu ; y)}{\partial a_{u}}=0 \tag{3.7}
\end{equation*}
$$

After solving these constraint equations, we write the extended quasi-likelihood function as

$$
\begin{equation*}
Q^{+}(\mu, a ; y)=-\sum_{i=1}^{i=K}\left(y_{i}-\mu_{i}\right)^{T} \int_{0}^{1} s\left[V_{i}(t(s))\right]^{-1} d s\left(y_{i}-\mu_{i}\right)+\frac{1}{2} \log \left|V^{-1}\right| . \tag{3.8}
\end{equation*}
$$

### 3.5 Parameter estimation

The parameter estimation is based on solving the Score Equations which converges in just a few iterations. For computer efficiency, we adopt the convenient form of the score equations [15] written as:

$$
\begin{align*}
\sum_{i=1}^{i=N} U_{i}(\beta, \tilde{\alpha}) & =\sum_{i=1}^{i=N}\left(\begin{array}{cc}
D_{i}^{\prime} & 0 \\
0 & F_{i}^{\prime}
\end{array}\right)\left(\begin{array}{cc}
V_{i}^{-1} & 0 \\
0 & I
\end{array}\right)\binom{y_{i}-\mu_{i}}{s_{i}-\sigma_{i}} \\
& =\sum_{i=1}^{i=N}\binom{D_{i}^{\prime} V_{i}^{-1}\left(y_{i}-\mu_{i}\right)}{F_{i}^{\prime}\left(s_{i}-\sigma_{i}\right)}=0 \tag{3.9}
\end{align*}
$$

where
$D_{i}=\frac{\partial \mu_{i}}{\partial \beta^{\prime}}$ is a $2 n_{i} \times\left(p_{1}+p_{2}\right)$ matrix ( $p_{1}, p_{2}$ is the number of predictors of the continuous
and binary traits respectively). It has two diagonal matrices, and is defined as

$$
D_{i}=\left(\begin{array}{cc}
D_{i 1} & 0  \tag{3.10}\\
0 & D_{i 2}
\end{array}\right)=\left(\begin{array}{cc}
X_{i 1} & 0 \\
0 & \operatorname{Diag}\left\{\frac{e^{\eta_{i 2}}}{\left(1+e^{n_{i 2}}\right)^{2}}\right\} X_{i 2}
\end{array}\right)
$$

where $\eta_{i 2}=\left(\eta_{i 12}, \ldots, \eta_{i n_{i} 2}\right) . \eta_{i 2}$ is the linear predictor of the binary trait of the $i$-th family, and defined as (for $j=1, \ldots, n_{i}$ )

$$
\begin{equation*}
\eta_{i j 2}=x_{i j 2}^{T} \beta_{2} \tag{3.11}
\end{equation*}
$$

$F_{i}=\frac{\partial v e c V_{i}^{-1}}{\partial \alpha^{\prime}}$ is a $4 n_{i}^{2} \times 4$ matrix $\left(\tilde{\alpha}=\left(\sigma_{1}^{2}, \sigma_{2}^{2}, \sigma_{e}^{2}, r\right)\right.$ is the correlation vector) $F_{i \alpha_{k}}=\operatorname{vec}\left(-V_{i}^{-1} \frac{\partial V_{i}}{\partial \alpha_{k}} V_{i}^{-1}\right)\left(\alpha_{1}=\sigma_{1}^{2}, \alpha_{2}=\sigma_{2}^{2}, \alpha_{3}=\sigma_{e}^{2}, \alpha_{4}=r\right)$

$$
\begin{gather*}
\frac{\partial V_{i}}{\partial \sigma_{1}^{2}}=\left(\begin{array}{cc}
\Sigma_{k i n}^{i} & 0 \\
0 & 0
\end{array}\right)  \tag{3.12}\\
\frac{\partial V_{i}}{\partial \sigma_{2}^{2}}=\left(\begin{array}{cc}
0 & W_{1} \\
W_{1}^{T} & W_{2}
\end{array}\right)  \tag{3.13}\\
W_{1}=\frac{\sigma_{e}}{16} R \operatorname{diag}\left\{\frac{e^{X_{i j}^{T} \beta_{2} / 2}\left(1+e^{X_{i j}^{T} \beta_{2}}\right)\left(1-6 e^{X_{i j}^{T} \beta_{2}}+e^{2 X_{i j}^{T} \beta_{2}}\right)}{\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{4}}\right\} . \tag{3.14}
\end{gather*}
$$

The elements of $W_{2}$ are $\forall j \neq j^{\prime}$

$$
\begin{gathered}
w_{2 j j}=\frac{\partial \operatorname{var}\left(Y_{i j b}\right)}{\partial \sigma_{2}^{2}}=\frac{e^{X_{i j}^{T} \beta_{2}}\left(1-e^{X_{i j}^{T} \beta_{2}}\right)^{2}}{4\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{4}}-\frac{e^{2 X_{i j}^{T} \beta_{2}}\left(1-e^{X_{i j}^{T} \beta_{2}}\right)^{2} \sigma_{2}^{2}}{8\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{6}} \\
w_{2 j j^{\prime}}=\frac{\partial \operatorname{cov}\left(Y_{i j b}, Y_{i j^{\prime} b}\right)}{\partial \sigma_{2}^{2}}=\frac{e^{\left(X_{i j}+X_{\left.i j^{\prime}\right)^{T}} \beta_{2}\right.}}{\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{2}\left(1+e^{X_{i j^{\prime}}^{T} \beta_{2}}\right)^{2}}\left(\left(\Sigma_{k i n}\right)_{i j, i j^{\prime}}-\frac{\left(1-e^{\left.X_{i j}^{T} \beta_{2}\right)\left(1-e^{\left.X_{i j^{\prime}}^{T} \beta_{2}\right) \sigma_{2}^{2}\left(\Sigma_{k i n}\right)_{i j, i j}\left(\Sigma_{k i n}\right)_{i j^{\prime}, i j^{\prime}}}\right.}\right)}{2\left(1+e^{\left.X_{i j}^{T} \beta_{2}\right)\left(1+e^{X_{i j^{\prime}}^{T} \beta_{2}}\right)}\right.}\right)
\end{gathered}
$$

$$
\frac{\partial V_{i}}{\partial \sigma_{e}^{2}}=\left(\begin{array}{cc}
0 & W_{3}  \tag{3.16}\\
W_{3}^{T} & 0
\end{array}\right)
$$

$W_{3}=\frac{1}{2 \sqrt{\sigma_{e}^{2}}} \operatorname{Rdiag}\left\{\left(\frac{e^{X_{i j}^{T} \beta_{2} / 2}}{1+e^{X_{i j}^{T} \beta_{2}}}+\frac{1}{16} \frac{e^{X_{i j}^{T} \beta_{2} / 2}\left(1+e^{X_{i j}^{T} \beta_{2}}\right)\left(1-6 e^{X_{i j}^{T} \beta_{2}}+e^{2 X_{i j}^{T} \beta_{2}}\right)}{\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{4}} \sigma_{2}^{2}\right)\right\}$

$$
\frac{\partial V_{i}}{\partial r}=\left(\begin{array}{cc}
0 & W_{4}  \tag{3.18}\\
W_{4}^{T} & 0
\end{array}\right)
$$

$$
\begin{equation*}
W_{4}=\frac{\partial R}{\partial r} \sigma_{e} \operatorname{diag}\left\{\left(\frac{e^{X_{i j}^{T} \beta_{2} / 2}}{1+e^{X_{i j}^{T} \beta_{2}}}+\frac{1}{16} \frac{e^{X_{i j}^{T} \beta_{2} / 2}\left(1+e^{X_{i j}^{T} \beta_{2}}\right)\left(1-6 e^{X_{i j}^{T} \beta_{2}}+e^{2 X_{i j}^{T} \beta_{2}}\right)}{\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{4}} \sigma_{2}^{2}\right)\right\} \tag{3.19}
\end{equation*}
$$

$$
\begin{aligned}
& s_{i}=\operatorname{vec}\left\{\left(y_{i}-\mu_{i}\right)\left(y_{i}-\mu_{i}\right)^{\prime}\right\} \\
& \sigma_{i}=E s_{i}=\operatorname{vec} V_{i} .
\end{aligned}
$$

Fisher's scoring algorithm is implemented to solve the score equations iteratively. The updating equation (from the m -th to the ( $\mathrm{m}+1$ )-th iteration) is :

$$
\begin{equation*}
\binom{\beta^{(m+1)}}{\tilde{\alpha}^{(m+1)}}=\binom{\beta^{(m)}}{\tilde{\alpha}^{(m)}}+\left(U^{*}\left(\beta^{(m)}, \tilde{\alpha}^{(m)}\right)\right)^{-1} \sum_{i=1}^{i=N} U_{i}\left(\beta^{(m)}, \tilde{\alpha}^{(m)}\right) \tag{3.20}
\end{equation*}
$$

where

$$
\begin{align*}
& U^{*}(\beta, \tilde{\alpha})=-E D\left(\sum_{i=1}^{i=N} U_{i}(\beta, \tilde{\alpha})\right)=\sum_{i=1}^{i=N}\left(\begin{array}{cc}
D_{i}^{\prime} & 0 \\
0 & F_{i}^{\prime}
\end{array}\right)\left(\begin{array}{cc}
V_{i}^{-1} & 0 \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
D_{i} & 0 \\
\frac{\partial \sigma_{i}}{\partial \beta^{\prime}} & \frac{\partial \sigma_{i}}{\partial \tilde{\alpha}^{\prime}}
\end{array}\right) \\
& =\sum_{i=1}^{i=N}\left(\begin{array}{cc}
D_{i}^{\prime} V_{i}^{-1} D_{i} & 0 \\
F_{i}^{\prime} \frac{\partial \sigma_{i}}{\partial \beta^{\prime}} & F_{i}^{\prime} \frac{\partial \sigma_{i}}{\partial \tilde{\alpha}^{\prime}}
\end{array}\right)  \tag{3.21}\\
& \frac{\partial \sigma_{i}}{\partial \beta_{1}}=\left(\begin{array}{ccc}
0 & \cdots & 0 \\
\vdots & \vdots & \vdots \\
0 & \cdots & 0
\end{array}\right)  \tag{3.22}\\
& \frac{\partial \sigma_{i}}{\partial \beta_{2 p}}=\operatorname{vec}\left(\begin{array}{cc}
0 & W_{6} \\
W_{6}^{T} & W_{7}
\end{array}\right)  \tag{3.23}\\
& W_{6}=\frac{\sigma_{e}}{16} R \operatorname{diag}\left\{\frac{e^{\frac{X_{i j}^{T} \beta_{2}}{2}} X_{i j p}\left(1-e^{X_{i j}^{T} \beta_{2}}\right)}{\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{4}}\left[8\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{2}+\frac{1}{2} \sigma_{2}^{2}\left(1-22 e^{X_{i j}^{T} \beta_{2}}+e^{2 X_{i j}^{T} \beta_{2}}\right)\right]\right\} . \tag{3.24}
\end{align*}
$$

$W_{7}$ is defined as

$$
W_{7}=\left(\begin{array}{ccccc}
\frac{\partial v a r\left(Y_{i 1 b}\right)}{\partial \beta_{2 p}} & \ldots & \frac{\partial \operatorname{cov}\left(Y_{i 1 b}, Y_{i j b}\right)}{\partial \beta_{2 p}} & \ldots & \frac{\partial \operatorname{cov}\left(Y_{i 1 b}, Y_{i n_{i} b}\right)}{\partial \beta_{2 p}}  \tag{3.25}\\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{\partial \operatorname{cov}\left(Y_{i j b}, Y_{i 1 b}\right)}{\partial \beta_{2 p}} & \cdots & \frac{\partial \operatorname{var}\left(Y_{i j b}\right)}{\partial \beta_{2 p}} & \ldots & \frac{\partial \operatorname{cov}\left(Y_{i j b}, Y_{i n_{i} b}\right)}{\partial \beta_{2 p}} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{\partial \operatorname{cov}\left(Y_{i n_{i} b}, Y_{i 1 b}\right)}{\partial \beta_{2 p}} & \cdots & \frac{\partial \operatorname{cov}\left(Y_{i n_{i} b}, Y_{i j b}\right)}{\partial \beta_{2 p}} & \cdots & \frac{\partial \operatorname{var}\left(Y_{i n_{i} b}\right)}{\partial \beta_{2 p}}
\end{array}\right)
$$

and the elements are derived as:

$$
\begin{align*}
& \frac{\partial \operatorname{var}\left(Y_{i j b}\right)}{\partial \beta_{p}}=\left(1-2 E \mu_{i j b}\right) \frac{\partial E \mu_{i j b}}{\partial \beta_{p}}=\left(1-2 E \mu_{i j b}\right)\left[\frac{e^{X_{i j}^{T} \beta_{2}} X_{i j p}}{\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{2}}+\frac{e^{X_{i j}^{T} \beta_{2}} X_{i j p}\left(1-4 e^{X_{i j}^{T} \beta_{2}}+e^{2 X_{i j}^{T} \beta_{2}}\right) \sigma_{2}^{2}}{4\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{4}}\right]  \tag{3.26}\\
& \frac{\partial \operatorname{cov}\left(Y_{i j b}, Y_{i j^{\prime} b}\right)}{\partial \beta_{p}}=\frac{e^{\left(X_{i j}+X_{i j^{\prime}}\right)^{T} \beta_{2}}\left[X_{i j p}\left(1+e^{X_{i j^{\prime}}^{T} \beta_{2}}\right)\left(1-e^{X_{i j^{T}}^{T} \beta_{2}}\right)+X_{i j^{\prime} p}\left(1+e^{X_{i j^{T}}^{T} \beta_{2}}\right)\left(1-e^{X_{i j^{\prime}}^{T} \beta_{2}}\right)\right]}{\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{3}\left(1+e^{X_{i j^{\prime}}^{T} \beta_{2}}\right)^{3}} \\
& {\left[\sigma_{2}^{2}\left(\Sigma_{k i n}\right)_{i j, i j^{\prime}}-\frac{\left(1-e^{X_{i j}^{T} \beta_{2}}\right)\left(1-e^{X_{i j^{\prime}}^{T} \beta_{2}}\right) \sigma_{2}^{4}\left(\Sigma_{k i n}\right)_{i j, i j}\left(\Sigma_{k i n}\right)_{i j^{\prime}, i j^{\prime}}}{4\left(1+e^{X_{i j^{\prime}}^{T} \beta_{2}}\right)\left(1+e^{X_{i j^{\prime}}^{T} \beta_{2}}\right)}\right]} \\
& +\frac{e^{\left(X_{i j}+X_{i j}^{\prime}\right)^{T} \beta_{2}} \sigma_{2}^{4}}{8\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{2}\left(1+e^{X_{i j^{T}}^{T} \beta_{2}}\right)^{2}}\left[\frac{e^{X_{i j}^{T} \beta_{2}} X_{i j p}\left(1-e^{X_{i j^{\prime}}^{T} \beta_{2}}\right)}{\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{2}\left(1+e^{X_{i j^{\prime}}^{T} \beta_{2}}\right)}+\frac{\left(1-e^{X_{i j}^{T} \beta_{2}}\right) e^{X_{i j^{\prime}}^{T} \beta_{2}} X_{i j^{\prime} p}}{\left(1+e^{X_{i j}^{T} \beta_{2}}\right)\left(1+e^{X_{i j^{\prime}}^{T} \beta_{2}}\right)^{2}}\right] . \tag{3.27}
\end{align*}
$$

A variety of convergence criteria can be applied. For example, one widely used criteria is that the p-norm distance between the parameters of two consecutiveve iterations is smaller than a pre-set threshold. Two example of convergence criteria are given below.

1. $p=2$, the convergence criteria is Euclidean distance
$\sqrt{\sum_{j=1}^{j=p_{1}+p_{2}}\left(\beta_{j}^{(k)}-\beta_{j}^{(k+1)}\right)^{2}+\sum_{h=1}^{h=m}\left(\tilde{\alpha}_{h}^{(k)}-\tilde{\alpha}_{h}^{(k+1)}\right)^{2}}<$ pre-specified threshold.
2. $p=\infty$, the criteria becomes $\max \left(\left|\beta_{1}^{(k)}-\beta_{1}^{(k+1)}\right|, \ldots,\left|\beta_{p_{1}+p_{2}}^{(k)}-\beta_{p_{1}+p_{2}}^{(k+1)}\right|, \mid \tilde{\alpha}_{1}^{(k)}-\right.$ $\tilde{\alpha}_{1}^{(k+1)}\left|, \ldots,\left|\tilde{\alpha}_{m}^{(k)}-\tilde{\alpha}_{m}^{(k+1)}\right|\right)<$ pre-specified threshold.

The iterative process continues until convergence.

### 3.6 Association test

Once parameter estimates have been obtained, it is straightforward to conduct a joint association test between the SNP of interest and two phenotypes. The null hypothesis is $H_{0}: \beta_{1 S N P}=\beta_{2 S N P}=0$. We perform both Wald test and score test to evaluate the association between the genetic variant and the bivariate phenotypes.

### 3.6.1 Wald test

The covariance of the parameter estimates is given by

$$
\begin{equation*}
\operatorname{cov}(\hat{\beta}, \hat{\tilde{\alpha}})=U^{*}(\hat{\beta}, \hat{\tilde{\alpha}})^{-1} \sum_{i=1}^{i=N} U_{i}(\hat{\beta}, \hat{\tilde{\alpha}}) U_{i}(\hat{\beta}, \hat{\tilde{\alpha}})^{\prime} U^{*}(\hat{\beta}, \hat{\tilde{\alpha}})^{-1} \tag{3.28}
\end{equation*}
$$

Hence, a 2-df Wald test can be constructed as follows:

$$
\begin{equation*}
\chi^{2}=\left(\hat{\beta}_{1 S N P}^{T}, \hat{\beta}_{2 S N P}^{T}\right) \operatorname{var}\left(\hat{\beta}_{1 S N P}, \hat{\beta}_{2 S N P}\right)^{-1}\binom{\hat{\beta}_{1 S N P}}{\hat{\beta}_{2 S N P}} \tag{3.29}
\end{equation*}
$$

### 3.6.2 Score Test

The 2-df score test statistic is formulated as

$$
\begin{equation*}
\chi^{2}=\left(\sum_{i=1}^{i=N} U_{i}^{\beta}\left(\hat{\beta}_{0}, \hat{\tilde{\alpha}}_{0}\right)\right)^{T} U^{*}\left(\hat{\beta}_{0}, \hat{\tilde{\alpha}}_{0}\right)_{\beta_{S N P} \beta_{S N P}}^{-1}\left(\sum_{i=1}^{i=N} U_{i}^{\beta}\left(\hat{\beta}_{0}, \hat{\tilde{\alpha}}_{0}\right)\right) . \tag{3.30}
\end{equation*}
$$

The subscript 0 indicates that these estimates are obtained under the null hypothesis.

### 3.7 Simulation studies

We perform simulation studies to evaluate the type-I error under different scenarios, and to compare the Wald test with the score test. We compare power of our approach to other
existing alternatives. In the evaluation of both type-I error rate and power, 1-parameter conditional correlation parametrization is used.

- Type-I error

Ten thousand datasets are simulated to assess the type-I error rate. In each dataset, FG and BMI with moderate heritability $\left(h^{2}=0.43\right)$ are simulated based on the covariance matrix estimated from the FHS data. Hence, FG is the quantitative trait and obesity $(\mathrm{BMI}>=30)$ is the binary trait in our simulations. The genotypes for 750 nuclear families ( 2 parents and 2 offspring) are simulated using random allele dropping, independently of the phenotypes.

Type-I error rate is evaluated for a range of MAF, at a significance threshold of $\alpha=$ 0.01. Our simulation results (Table 3.1) demonstrate that the Wald test has elevated

Table 3.1: Type-I error rate evaluated at $\alpha=0.01$

| MAF | Wald (95\% CI) | score $(95 \% \mathrm{CI})$ | MAF | Wald $(95 \% \mathrm{CI})$ | score $(95 \%$ CI) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3 | $0.01(0.08,0.13)$ | $0.0002\left(10^{-5}, 10^{-3}\right)$ | 0.07 | $0.011(0.009,0.014)$ | $0.0066(0.005,0.009)$ |
| 0.2 | $0.01(0.007,0.012)$ | $0.0009(0.0003,0.002)$ | 0.05 | $0.0134(0.01,0.017)$ | $0.008(0.005,0.01)$ |
| 0.15 | $0.0125(0.0098,0.016)$ | $0.003(0.001,0.005)$ | 0.03 | $0.0146(0.012,0.018)$ | $0.008(0.006,50.01)$ |
| 0.12 | $0.011(0.009,0.014)$ | $0.003(0.002,0.005)$ | 0.01 | $0.0223(0.019,0.026)$ | $0.008(0.0060,0.011)$ |
| 0.1 | $0.012(0.0096,0.015)$ | $0.0052(0.004,0.007)$ | 0.005 | $0.0474(0.04,0.05)$ | $0.01(0.008,0.014)$ |

type-I error rate for low-frequency variants ( $\mathrm{MAF}<5 \%$ ), while the score test is too conservative for common variants. Therefore, we recommend to use Wald test for common variants ( $\mathrm{MAF}>=5 \%$ ) and to use score test for low-frequency variants ( $\mathrm{MAF}<5 \%$ ).

## - Power calculation

We simulate another 1000 datasets with 750 nuclear families (2 pareants and 2 offspring) to assess the power of our newly developed tests. Genotypes are simulated using random dropping. The simulation of phenotypes is composed of two steps:

1. We firstly simulate bivariate continous phenotypes from a multivariate normal
distribution:

$$
\begin{equation*}
\binom{\mathbf{Y}_{1}}{\mathbf{Y}_{2}} \sim N\left(\binom{\mu_{1}}{\mu_{2}}, \Sigma\right) \tag{3.31}
\end{equation*}
$$

The mean equations with pre-specified effect sizes are:

$$
\left\{\begin{array}{c}
\mu_{1}=\beta_{01}+0.05 * \text { age }+\beta_{1} * g  \tag{3.32}\\
\mu_{2}=\beta_{02}+\beta_{2} * g
\end{array}\right.
$$

where
$\beta_{01}, \beta_{02}$ are randomly chosen from a uniform distribution $U(-0.1,0.1)$
$\left|\beta_{1}\right|=\sqrt{\frac{0.5 \%}{2 q(1-q)}},\left|\beta_{2}\right|=\frac{1}{3} \sqrt{\frac{0.5 \%}{2 q(1-q)}}$ ( q is the sample MAF)
The sign of $\beta_{1}$ and $\beta_{2}$ is randomly determined:

$$
\begin{equation*}
P\left(\operatorname{sgn}\left(\beta_{k}\right)=1\right)=P\left(\operatorname{sgn}\left(\beta_{k}\right)=-1\right)=\frac{1}{2} \quad \forall k=1,2 \tag{3.33}
\end{equation*}
$$

with covariance matrix being $\boldsymbol{\Sigma}=\left(\begin{array}{cc}\sigma_{1}^{2} & 0 \\ 0 & \sigma_{2}^{2}\end{array}\right) \otimes \boldsymbol{\Sigma}_{\mathbf{k i n}}+\left(\begin{array}{cc}\sigma_{e_{1}}^{2} \mathbf{I} & \mathbf{0} \\ \mathbf{0} & \sigma_{e_{2}}^{2} \mathbf{I}\end{array}\right)$
2. We then convert the second continuous phenotype into a binary phenotype, using a percentile cutoff.

We use the one-parameter conditional correlation matrix in 3.2.2, because it has fewer parameters to estimate and thus takes less time to complete all the simulations. Power is evaluated with respect to two significance thresholds ( $\alpha=0.01, \alpha=0.001$ ). We denote p.control the proportion of controls in the simulation of the binary trait (p.control=1-binary trait prevalence). For example, p.control $=70 \%$ means roughly $70 \%$ of individuals are controls versus $30 \%$ as cases. We investigate the following scenarios:

## 1. Common Variant (MAF=0.3)

$$
\begin{gather*}
\text { p.control }=70 \% \\
\sigma_{1}^{2}=1.5 ; \sigma_{2}^{2}=2 ; \sigma_{e_{1}}^{2}=\sigma_{e_{2}}^{2}=0.5 \\
\left|\beta_{1}\right|=\sqrt{\frac{0.5 \%}{2 q(1-q)}}=3 \times\left|\beta_{2}\right| \tag{3.34}
\end{gather*}
$$

These variance and proportion parameters are used as default in all other described scenarios, unless specified otherwise.

## 2. Common Variant $(\mathrm{MAF}=0.1)$

3. Low Frequency Variant $(\mathrm{MAF}=0.05)$
4. Low Frequency Variant $(\mathrm{MAF}=0.01)$
5. $\mathrm{MAF}=0.3,\left|\beta_{1}\right|=\left|\beta_{2}\right|$
6. $\mathrm{MAF}=0.1,\left|\beta_{1}\right|=\left|\beta_{2}\right|$
7. $\mathrm{MAF}=0.05,\left|\beta_{1}\right|=\left|\beta_{2}\right|$
8. $\mathrm{MAF}=0.01,\left|\beta_{1}\right|=\left|\beta_{2}\right|$
9. $\mathrm{MAF}=0.3,\left|\beta_{2}\right|=0$
10. $\mathrm{MAF}=0.1,\left|\beta_{2}\right|=0$
11. $\mathrm{MAF}=0.05,\left|\beta_{2}\right|=0$
12. $\mathrm{MAF}=0.01,\left|\beta_{2}\right|=0$.
13. $\mathrm{MAF}=0.3,\left|\beta_{1}\right|=0$
14. $\mathrm{MAF}=0.1,\left|\beta_{1}\right|=0$
15. $\mathrm{MAF}=0.05,\left|\beta_{1}\right|=0$
16. $\mathrm{MAF}=0.01,\left|\beta_{1}\right|=0$.

To better compare our method with other commonly used approaches, for each scenario, we compare to the univariate association test adjusted for multiple testing. We select three adjustment methods: Bonferonni, Li and Ji's method [22] and Nyholt's method [31]. The type-I error rate of the minP method is also justified. We declare statistical significance when the following condition holds:

$$
\begin{equation*}
\min (p . c o n t, p . b i n)<\alpha_{a d j} \tag{3.35}
\end{equation*}
$$

where $\alpha_{\text {adj }}=\alpha_{\text {nominal }} / N_{\text {eff }}$, and $N_{\text {eff }}$ is the number of independent tests.

- Bonferonni Correction: $N_{\text {eff }}=2$
- Li and Ji's method:

$$
N_{e f f}=\sum_{i=1}^{i=M} f\left(\left|\lambda_{i}\right|\right)
$$

where $f(x)=I(x>=1)+x-\lfloor x\rfloor(x \geq 0)$

- Nyholt's method:

$$
N_{e f f}=1+(M-1)\left(1-\frac{\operatorname{var}(\lambda)}{M}\right)
$$

where M is the number of tests (i.e. $M=2$ here). $\lambda_{i}(\lambda)$ are the eigenvalues of the correlation matrix. Although in the original paper, the LD matrix of the loci is used to compute the correlation, here it is adapted to be the correlation matrix for the bivariate phenotypes. Most of the time, Li and Ji's adjustment method yields the same number of effective tests as the Bonferonni adjustment, while Nyholt's method tends to be smaller.

The power results show that at $\alpha=0.01$ our bivariate approach is at least $\approx 10 \%$ more powerful than univariate min p tests when the genetic effect on the two traits

Table 3.2: Power of bivariate tests and univariate tests adjusted for multiple testing

| $\alpha$ | MAF | Design | Bivariate | Bonferonni | Li and Ji | Nyholt |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.01 | 0.01 | $\left\|\beta_{1}\right\|=\left\|\beta_{2}\right\|$ | 0.809 | 0.75 | 0.75 | 0.75 |
|  |  | $\left\|\beta_{1}\right\|=3\left\|\beta_{2}\right\|$ | 0.70 | 0.68 | 0.68 | 0.68 |
|  |  | $\left\|\beta_{2}\right\|=0$ | 0.665 | 0.627 | 0.627 | 0.627 |
|  |  | $\left\|\beta_{1}\right\|=0$ | 0.371 | 0.275 | 0.275 | 0.275 |
|  | 0.05 | $\left\|\beta_{1}\right\|=\left\|\beta_{2}\right\|$ | 0.843 | 0.76 | 0.76 | 0.76 |
|  |  | $\left\|\beta_{1}\right\|=3\left\|\beta_{2}\right\|$ | 0.656 | 0.641 | 0.641 | 0.641 |
|  |  | $\left\|\beta_{2}\right\|=0$ | 0.637 | 0.659 | 0.659 | 0.659 |
|  |  | $\left\|\beta_{1}\right\|=0$ | 0.297 | 0.351 | 0.351 | 0.351 |
|  | 0.1 | $\left\|\beta_{1}\right\|=\left\|\beta_{2}\right\|$ | 0.811 | 0.721 | 0.721 | 0.721 |
|  |  | $\left\|\beta_{1}\right\|=3\left\|\beta_{2}\right\|$ | 0.614 | 0.617 | 0.617 | 0.617 |
|  |  | $\left\|\beta_{2}\right\|=0$ | 0.599 | 0.626 | 0.626 | 0.626 |
|  |  | $\left\|\beta_{1}\right\|=0$ | 0.275 | 0.366 | 0.366 | 0.366 |
|  | 0.3 | $\left\|\beta_{1}\right\|=\left\|\beta_{2}\right\|$ | 0.762 | 0.681 | 0.681 | 0.681 |
|  |  | $\left\|\beta_{1}\right\|=3\left\|\beta_{2}\right\|$ | 0.546 | 0.554 | 0.554 | 0.554 |
|  |  | $\left\|\beta_{2}\right\|=0$ | 0.548 | 0.582 | 0.582 | 0.582 |
|  |  | $\left\|\beta_{1}\right\|=0$ | 0.24 | 0.318 | 0.318 | 0.318 |
| 0.001 | 0.01 | $\left\|\beta_{1}\right\|=\left\|\beta_{2}\right\|$ | 0.556 | 0.451 | 0.451 | 0.451 |
|  |  | $\left\|\beta_{1}\right\|=3\left\|\beta_{2}\right\|$ | 0.47 | 0.40 | 0.40 | 0.40 |
|  |  | $\left\|\beta_{2}\right\|=0$ | 0.423 | 0.376 | 0.376 | 0.376 |
|  |  | $\left\|\beta_{1}\right\|=0$ | 0.224 | 0.106 | 0.106 | 0.106 |
|  | 0.05 | $\left\|\beta_{1}\right\|=\left\|\beta_{2}\right\|$ | 0.623 | 0.474 | 0.474 | 0.474 |
|  |  | $\left\|\beta_{1}\right\|=3\left\|\beta_{2}\right\|$ | 0.382 | 0.370 | 0.370 | 0.370 |
|  |  | $\left\|\beta_{2}\right\|=0$ | 0.353 | 0.391 | 0.391 | 0.391 |
|  |  | $\left\|\beta_{1}\right\|=0$ | 0.131 | 0.148 | 0.148 | 0.148 |
|  | 0.1 | $\left\|\beta_{1}\right\|=\left\|\beta_{2}\right\|$ | 0.561 | 0.436 | 0.436 | 0.436 |
|  |  | $\left\|\beta_{1}\right\|=3\left\|\beta_{2}\right\|$ | 0.353 | 0.348 | 0.348 | 0.348 |
|  |  | $\left\|\beta_{2}\right\|=0$ | 0.314 | 0.347 | 0.347 | 0.347 |
|  |  | $\left\|\beta_{1}\right\|=0$ | 0.116 | 0.168 | 0.168 | 0.168 |
|  | 0.3 | $\left\|\beta_{1}\right\|=\left\|\beta_{2}\right\|$ | 0.478 | 0.356 | 0.356 | 0.356 |
|  |  | $\left\|\beta_{1}\right\|=3\left\|\beta_{2}\right\|$ | 0.275 | 0.270 | 0.270 | 0.270 |
|  |  | $\left\|\beta_{2}\right\|=0$ | 0.285 | 0.295 | 0.295 | 0.295 |
|  |  | \| $\beta_{1} \mid=0$ | 0.096 | 0.156 | 0.156 | 0.156 |

Table 3.3: Power rate when $\left|\beta_{1}\right|=\left|\beta_{2}\right|$ and p.control $=90 \%$ or $=50 \%$

| $\alpha$ | MAF | p.control $=90 \%$ | p.control $=50 \%$ |
| ---: | ---: | :---: | :---: |
| 0.01 | 0.01 | $78.20 \%$ | $86.90 \%$ |
|  | 0.05 | $75.40 \%$ | $85.80 \%$ |
|  | 0.1 | $71.50 \%$ | $82.70 \%$ |
|  | 0.3 | $65.70 \%$ | $77.90 \%$ |
| 0.001 | 0.01 | $60.80 \%$ | $70.80 \%$ |
|  | 0.05 | $51.90 \%$ | $64 \%$ |
|  | 0.1 | $45.90 \%$ | $60.60 \%$ |
|  | 0.3 | $38.30 \%$ | $51.30 \%$ |
| 0.0001 | 0.01 | $44.60 \%$ | $51.60 \%$ |
|  | 0.05 | $31.30 \%$ | $41.60 \%$ |
|  | 0.1 | $26.50 \%$ | $37.10 \%$ |
|  | 0.3 | $19.20 \%$ | $29.10 \%$ |

is on the same scale. The power difference becomes less distinguishable when the genetic effect of one trait decreases. Our approach is less powerful in the scenario when there's no dependency on the SNP for the continuous trait. When the significance threshold is increased to $\alpha=0.001$, we observe similar trends.

We also study the scenarios when the bivariate phenotype has more extreme distribution, such as p.control $=90 \%$ as well as the scenario in which bivariate phenotype has a balanced distribution, i.e. p.control $=50 \%$. We simulate 1000 datasets and calculate the power of the univariate test under the scenario $\left|\beta_{1}\right|=\left|\beta_{2}\right|$ with all the other parameters set at the default (3.34), and the MAF ranging from 0.01 to 0.3. We observe for each MAF, our approach is the most powerful for the balanced design when the trait prevalence is $50 \%$, and the least powerful when the design is unbalanced (i.e. p.control $=90 \%$ or $=70 \%$ ). To illustrate the respective power of the quantitative and binary traits, we calculate the power of the univariate tests without adjusting for multiple testing (Table 3.4). For each scenario, the significance of the continuous trait alone accounts for up to $90 \%$ of the significance of the bivariate test, while the significance of the binary trait alone accounts for up to $50 \%$ of the
significance of the bivariate test.

Table 3.4: Univariate tests in the scenario with equal effect sizes

| MAF | $\alpha$ | quantitative | binary | minp $^{1}$ | Bivariate |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.01 | 0.01 | $73.20 \%$ | $36.70 \%$ | $75.00 \%$ | $80.9 \%$ |
|  | 0.001 | $47.20 \%$ | $13.60 \%$ | $45.10 \%$ | $55.6 \%$ |
| 0.05 | 0.01 | $71.70 \%$ | $43.00 \%$ | $76.00 \%$ | $84.3 \%$ |
|  | 0.001 | $44.60 \%$ | $22.10 \%$ | $47.40 \%$ | $62.3 \%$ |
| 0.1 | 0.01 | $69.70 \%$ | $39.40 \%$ | $72.10 \%$ | $81.1 \%$ |
|  | 0.001 | $41.60 \%$ | $17.70 \%$ | $43.60 \%$ | $56.1 \%$ |
| 0.3 | 0.01 | $63.00 \%$ | $37.50 \%$ | $68.10 \%$ | $76.2 \%$ |
|  | 0.001 | $34.20 \%$ | $16.60 \%$ | $35.60 \%$ | $47.8 \%$ |

### 3.8 Binary trait association test based on EGEE

Our approach can also be restricted to study the association between the genetic variant and the binary trait. We conduct some simulation studies to evaluate the type-I error of our approach when restricting to binary trait alone in family samples in the following scenarios (Table 3.5).

### 3.9 Data analysis

We apply our approach to study the association between the genetic variants on chromosome 16 and the bivariate phenotypes of BMI and T2D status, because some genes on chromosome 16 such as FTO are known to be strongly associated with BMI and T2D [19] [18] [6] [47] [55] [56].

### 3.9.1 Phenotype dataset

We use the FHS dataset. The FHS was initiated in 1948 and is a longitudinal study consisting of three generations of cohorts: the Original cohort, the Offspring cohort and the 3rd generation (Gen 3) cohort, comprising up to 14428 participants, some recruited from

[^0]Table 3.5: Type-I error rate evaluated at $\alpha=0.01$

| MAF | typeIerror | lower 95\% CI | upper 95\% CI |
| :---: | :---: | :---: | :---: |
| 0.3 | 0.0104 | 0.0085 | 0.0126 |
| 0.25 | 0.0116 | 0.0096 | 0.0139 |
| 0.2 | 0.0118 | 0.0098 | 0.014 |
| 0.15 | 0.0102 | 0.0083 | 0.012 |
| 0.1 | 0.0112 | 0.009 | 0.0135 |
| 0.05 | 0.0106 | 0.0087 | 0.013 |
| 0.045 | 0.0086 | 0.0069 | 0.011 |
| 0.04 | 0.0075 | 0.0059 | 0.0094 |
| 0.035 | 0.0077 | 0.0061 | 0.01 |
| 0.03 | 0.008 | 0.0063 | 0.01 |
| 0.025 | 0.0077 | 0.0061 | 0.01 |
| 0.02 | 0.0079 | 0.0063 | 0.01 |
| 0.015 | 0.0109 | 0.009 | 0.013 |
| 0.01 | 0.0077 | 0.0061 | 0.01 |
| 0.005 | 0.0099 | 0.008 | 0.012 |

the same family and hence related. All the participants are from the town of Framingham, Massachusetts. Over the years, FHS have been successful in identifying risk factors of cardiovascular-related traits like blood pressure, cholesterol level as well as risk factors for glycemic and metabolic traits. We select BMI and T2D status at exam 7 as the bivariate phenotypes. The association tests with BMI are adjusted for age, but T2D analyses are not adjusted for age. There is a total of 8384 genotyped and phenotyped participants in the analysis. After excluding participants with missing phenotype or covariates and large families (famsize $>50$ ), we end up with 5676 individuals in 1172 families.

Table 3.6: The characteristics of the phenotype dataset

| gender | N | average BMI | proportion of T2D cases | average age (years) |
| :---: | :---: | :---: | :---: | :---: |
| male | 2679 | 27.98 | $6.34 \%$ | 46.92 |
| female | 2997 | 26.26 | $3.77 \%$ | 46.67 |

### 3.9.2 Genotype

We use the imputed genotype of SNP Health Association Resource (SHARe) and we analyze chromosome 16 only. The NHLBI SHARe Project includes GWAS for several large, multi-ethnic NHLBI Cohort studies of men and women to identify genes underlying cardiovascular and lung disease and other disorders like osteoporosis and diabetes. The Framingham SHARe was the first cohort released in Oct 2007, with genotypes from over 550,000 SNPs in over 9,200 participants. Additional SNPs were imputed with the software MACH (Markov Chain based haplotyper) developed by researchers from the University of Michigan using the HapMap 2 reference haplotypes.

### 3.9.3 Correlation

The one-parameter conditional correlation matrix (section 3.2.2) is used for the sake of less computational time.

### 3.9.4 Results

We list the top 20 SNPs on chromosome 16 in Table 3.6, out of which 15 variants are in the FTO gene known to be associated with both BMI and T2D status [19] [18] [6] [47] [55] [56]. To adjust for multiple testing, the number of independent SNPs is calculated using Li and Ji's method [22]. Thus, the adjusted significance threshold equals $0.05 / 5900=8.5 \times 10^{-6}$ and all the top 20 SNPs fall below the threshold. The top 3 SNPs are on $A D C Y 9$ gene which is also known to be associated with BMI [40]. Moreover, one variant (rs2303220) from the top 20 is on PKDIL3, a gene associated with a kidney disease. This is an interesting finding because people with T2D have a higher chance of developing some kidney disease eventually. People with a kidney disease are more likely to suffer from some metabolic disorder, thus tend to have lower BMI level.


Figure 3-1: Chromosome-wide significance of SNPs on Chromosome 16 and their association with BMI and T2D status

### 3.10 Discussion

We propose a novel approach to test the association between a genetic variant and binary phenotypes in family samples, based on EGEE. Our approach can handle a range of pedigrees including large and complex pedigrees. From extensive simulation studies, we demonstrate our approach has the correct type-I error rate in the scenarios evaluated, and is consistently more powerful than univariate tests adjusted for multiple testing in certain scenarios.

Our approach is based on quasi-likelihood. Fisher's scoring algorithm is implemented for parameter estimation, thanks to its advantage of fast convergence. As an important

Table 3.7: Top 20 results for Chromosome 16

| dbSNP | Position | Iter | p_value | Type |
| :---: | :---: | :---: | :---: | :---: |
| rs12448453 | 4065412 | 8 | $7.9 \mathrm{E}-07$ | Wald |
| rs2239311 | 4066191 | 8 | $7.9 \mathrm{E}-07$ | Wald |
| rs2238452 | 4068563 | 8 | $8.0 \mathrm{E}-07$ | Wald |
| rs1558902 | 53803574 | 9 | $1.1 \mathrm{E}-06$ | Wald |
| rs1421085 | 53800954 | 9 | $1.1 \mathrm{E}-06$ | Wald |
| rs9940646 | 53800629 | 9 | $2.1 \mathrm{E}-06$ | Wald |
| rs11075985 | 53805207 | 9 | $2.1 \mathrm{E}-06$ | Wald |
| rs9923544 | 53801985 | 9 | $2.5 \mathrm{E}-06$ | Wald |
| rs9923147 | 53801549 | 9 | $2.5 \mathrm{E}-06$ | Wald |
| rs9930333 | 53799977 | 9 | $2.6 \mathrm{E}-06$ | Wald |
| rs9940128 | 53800754 | 9 | $2.6 \mathrm{E}-06$ | Wald |
| rs9939973 | 53800568 | 9 | $2.6 \mathrm{E}-06$ | Wald |
| rs9928094 | 53799905 | 9 | $2.7 \mathrm{E}-06$ | Wald |
| rs9937053 | 53799507 | 9 | $2.7 \mathrm{E}-06$ | Wald |
| rs1121980 | 53809247 | 9 | $2.9 \mathrm{E}-06$ | Wald |
| rs7198396 | 74793644 | NA | $4.8 \mathrm{E}-06$ | score |
| rs2303220 | 71988728 | 9 | $4.8 \mathrm{E}-06$ | Wald |
| rs9936385 | 53819169 | 9 | $8.0 \mathrm{E}-06$ | Wald |
| rs9193144 | 53810686 | 9 | $8.1 \mathrm{E}-06$ | Wald |
| rs9939609 | 53820527 | 9 | $8.3 \mathrm{E}-06$ | Wald |

component of the Information matrix, the covariance matrix of the bivariate phenotypes is derived using second-order taylor expansion approximation, with respect to the random effects accounting for the familial correlation. Despite its complex form, the higher-order taylor expansion is more precise than the delta's method. It might be worth exploring in the future the added value of using an expansion with order higher than two.

We propose to use a conditional correlation matrix to account for the correlation of the continuous and the binary traits for any pair of individuals. The two types of conditional correlation matrices do not differ much in terms of the computational efficiency. However, it remains to be evaluated if the difference between these two parameterizations is negligible in terms of parameter estimation and type-I error rate.

Using Fisher's scoring algorithm assuming no over or under dispersion, we estimate correlation parameters as well as regression parameters (effect size) simultaneously. Although in the current model we assume no over- or under- dispersion for the binary trait, it can be easily incorporated if we want to take into consideration the possibility that overor under- dispersion occurs.

We perform both Wald and score tests in the simulation studies to evaluate the type-I error rate with respect to all the different MAF scenarios. We conclude Wald test has the correct type-I error rate for common variants but elevated type-I error rate for low-frequency variants (MAF $<5 \%$ ). On the contrary, we find that the score test gives the correct type-I error rate for low-frequency variants ( $\mathrm{MAF}<5 \%$ ), but seems too conservative for common variants.

We compare the power of our approach to the min p method of univariate tests adjusted for multiple testing, in a number of different scenarios with MAF ranging from 0.01 to 0.3 . Our simulation results show our approach is consistently more powerful, with the power maximized in the scenario where the SNP effect on both traits are equivalently strong.

## Chapter 4

## Haplotype association analysis and meta-analysis

### 4.1 Background

GWAS have identified 56 common and mostly non-exonic SNPs associated with FG and FI levels. They together explain $4.8 \%$ of the FG variation and $1.2 \%$ of the variance in FI [39]. Our recent large-scale exome-chip meta-analysis study, comprising up to 24 CHARGE cohorts with European $\left(N_{\max }=50900\right)$ and African $\left(N_{\max }=9664\right)$ samples identified association between FG and rare variants in G6PC2, a known FG-associated locus with a common variant, rs560887, discovered in prior GWAS. To further understand the association between the genetic architecture of a region and a trait, we develop a meta-analysis approach to evaluate the association between haplotypes formed by multiple SNPs in a region and FG. Meta-analysis has been used by large consortia to improve power by increasing sample size. For example, meta-analysis has been widely used in single-variant or gene-based tests. However, for haplotype analysis, there are no available methods due to some challenges: the haplotypes observed by different cohorts or ethnic groups might be different; the haplotype structure can become more complex, with an increasing number of variants in a region. We propose a two-stage approach, to address this question efficiently. In the first stage, each cohort computes the expected haplotype effects
in a regression framework including a random familial effect to account for the relatedness, if appropriate. For the second stage, we propose a multivariate generalized least square meta-analysis approach to combine haplotype effects from multiple cohorts. Association tests for each haplotype and a global test can be obtained within our framework. Simulation studies show our approach achieves the correct type-I error rate.

### 4.2 Methods

### 4.2.1 Single cohort haplotype association test

Our approach is based on a method developed by Zaykin et al. [53] for unrelated samples. However, we incorporates family structure, making it applicable to both unrelated and related samples. The general model for K observed haplotypes is

$$
\begin{equation*}
Y=X \gamma+\beta_{1} h_{1}+\ldots+\beta_{K} h_{K}+b+\epsilon \tag{4.1}
\end{equation*}
$$

Where
$Y$ is a quantitative trait;
$X$ is the covariates matrix (without intercept);
$h_{m}(m=1, \ldots, K)$ is the expected haplotype dosage: when the haplotype is observed, the value is 0 or 1or 2 ; otherwise, expected haplotype dosage is statistically inferred from genotype. So for each row (subject), the summation of $h_{m}(m=1, \ldots, K)$ is always 2 ; $b$ is the random effect to account for the family structure (if related individuals are present in the sample), and is set to 0 for unrelated samples;
$\epsilon$ is the random error term.

### 4.2.2 Meta-Anlaysis

Haplotype association results are obtained for each cohort. We use meta-analysis to combine the information from each cohort to maximize the sample size. Multivariate
meta-analysis is applied to summarize association findings. The vector of parameters for the haplotype effect is modeled as follows:

$$
\beta=\left(\begin{array}{l}
\beta^{1}  \tag{4.2}\\
\vdots \\
\beta^{N}
\end{array}\right)=W \beta_{\text {meta }}+e=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \ldots & 0 \\
0 & 0 & 1 \\
\vdots & \vdots & \vdots \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\beta_{\text {meta }}^{1} \\
\vdots \\
\beta_{\text {meta }}^{K_{\text {total }}}
\end{array}\right)+e
$$

where
$\beta^{i}(i=1, \cdots, N)$ is the haplotype coefficient vector of cohort i ;
$W$ is the design matrix specifying which haplotypes each cohort contributes out of $K_{\text {total }}$ distinct haplotypes;
$\beta_{\text {meta }}$ is the coefficient vector of the meta-analysis;
$K_{\text {total }}$ is the total number of distinct haplotypes contributed at least one cohort;
$e$ is the error term which has a multivariate normal distribution with a mean of 0 and a diagonal covariance matrix of $\Sigma=\left(\begin{array}{ccc}\operatorname{var}\left(\beta^{1}\right) & \cdots & 0 \\ \vdots & \operatorname{var}\left(\beta^{k}\right) & \vdots \\ 0 & \cdots & \operatorname{var}\left(\beta^{N}\right)\end{array}\right)$.
One of the advantages is to allow each cohort to contribute unique haplotypes in addition to haplotypes that are observed in multiple cohorts. The best linear unbiased estimator (BLUE) of $\beta_{\text {meta }}$ is $\hat{\beta_{\text {meta }}}=\left(W^{T} \Sigma^{-1} W\right)^{-1} W^{T} \Sigma^{-1} \beta$, and the variance of $\hat{\beta_{\text {meta }}}$ is $\operatorname{Var}\left(\beta_{\text {meta }}\right)=\left(W^{T} \Sigma^{-1} W\right)^{-1}$. Because the covariance matrix $\Sigma$ is always unknown, we substitute the sample estimate $\hat{\Sigma}$, then $\hat{\beta_{\text {meta }}}=\left(W^{T} \hat{\Sigma}^{-1} W\right)^{-1} W^{T} \hat{\Sigma}^{-1} \beta$, and $U=\operatorname{Var}\left(\hat{\beta_{\text {meta }}}\right)=\left(W^{T} \hat{\Sigma}^{-1} W\right)^{-1}$.

### 4.2.3 Hypothesis testing

The null hypothesis of no haplotype association is expressed as

$$
\begin{equation*}
H_{0}: \beta_{\text {meta }}^{1}=\beta_{\text {meta }}^{2}=\ldots=\beta_{\text {metal }}^{K_{\text {total }}} . \tag{4.3}
\end{equation*}
$$

To construct a test statistic, we first reparameterize the haplotype effect parameters, and the equivalent null hypothesis becomes:

$$
H_{0}:\left(\begin{array}{l}
\gamma_{\text {meta }}^{2}  \tag{4.4}\\
\vdots \\
\gamma_{\text {meta }}^{K_{\text {total }}}
\end{array}\right)=\left(\begin{array}{l}
\beta_{\text {meta }}^{2}-\beta_{\text {meta }}^{1} \\
\vdots \\
\beta_{\text {meta }}^{K_{\text {total }}}-\beta_{\text {meta }}^{1}
\end{array}\right)=\left(\begin{array}{c}
0 \\
\vdots \\
0
\end{array}\right)
$$

The null hypothesis can be tested using a Wald test statistic of the form

$$
\begin{equation*}
\chi^{2}=\hat{\gamma_{\text {meta }}}{ }^{T} V^{-1}\left(\hat{\gamma_{\text {meta }}}\right) \hat{\gamma_{\text {meta a }}} \tag{4.5}
\end{equation*}
$$

where the elements of $V$ is expressed as $V_{j j^{\prime}}=U_{j j^{\prime}}-U_{j 1}-U_{1 j^{\prime}}+U_{11}$. The Wald test statistic follows a $\chi_{K \text { total-1 }}^{2}$ asymptotically.

### 4.3 Type-I error and power evaluation

### 4.3.1 Type-I error

Ten thousand simulations are performed to assess the type-I error rate. We simulate a trait with moderate heritability $\left(h^{2}=20 \%\right)$ and with the following distribution $Y \sim$ $N(\mu, \Sigma)$
where $\Sigma=\sigma_{a}^{2} \Phi+\sigma_{e}^{2} I=2 \sigma_{a}^{2} \Sigma_{\text {kin }}+\sigma_{e}^{2} I$ with $\sigma_{a}^{2}=0.5$
We choose the known T2D associated gene G6PC2 (chromosome 2) to generate the reference panel of haplotype frequencies using FHS exome-chip data. We simulate
the haplotypes of founders based on the estimated haplotype frequency panel of FHS and obtain the genotypes of the offspring by random haplotype dropping assuming no recombination occurs in haplotypes. The type-I error rate is evaluated in the scenarios listed in (Table 4.2).

Table 4.1: G6PC2 variants

| Probe Name | Location | rsID | REF | ALT | MAF |
| :---: | :---: | :---: | :---: | :---: | :---: |
| exm239638 | 169757930 | rs142189264 | T | C | 0.00066 |
| exm239639 | 169757953 | rs149874491 | C | A | 0.00021 |
| exm239642 | 169758029 | rs201561079 | C | T | 0.000025 |
| exm239643 | 169758044 | rs199682245 | T | A | 0.00013 |
| exm239662 | 169763244 | rs2232322 | G | A | 0.00027 |
| exm239663 | 169763245 | rs145050507 | C | T | 0.00047 |
| exm239664 | 169763262 | rs138726309 | T | C | 0.0036 |
| exm239667 | 169764141 | rs2232323 | C | A | 0.0078 |
| exm239672 | 169764176 | rs492594 | C | G | 0.46 |
| exm239675 | 169764210 | rs145217135 | C | T | 0.000037 |
| exm239684 | 169764287 | rs150538801 | C | T | 0.00061 |
| exm239690 | 169764368 | rs146779637 | T | C | 0.0028 |
| exm239695 | 169764449 | rs200336133 | T | C | 0.000025 |
| exm239698 | 169764491 | rs2232326 | C | T | 0.0018 |
| exm-rs560887 | 169763148 | rs560887 | A | G | 0.29 |

Table 4.2: Scenarios for Type-I error evaluation

| Scenario | *N_cohort | SampleSize_each_cohort |
| :---: | :---: | :--- |
| 1 | 5 | 250 families $(*$ famsize $=4) \times 5$ |
| 2 | 5 | 1000 unrelated $\times 5$ |
| 3 | 5 | $400,700,1000,1300,1600$ unrelated |
| 4 | 5 | $200,200,200,200,450$ families (famsize $=4)$ |
| 5 | 5 | $100,175,250,325,400$ families (famsize $=4)$ |
| 6 | 10 | 250 families (famsize $=4) \times 5 ; 1000$ unrelated $\times 5$ |
| 7 | 10 | $250,125,125,375,375$ families (famsize $=4) ; 1000,500,500,1500,1500$ unrelated |
| 8 | 5 | 250 families (famsize in $c(3,4,5,6))$ |
| 9 | 5 | $100,175,250,325,400$ families $($ famsize in $c(3,4,5,6))$ |
| 10 | 10 | 250 families (famsize in $c(3,4,5,6)) \times 5 ; 5$ unrelated cohorts has the same samples size with the 5 family cohorts |
| 11 | 10 | 250 families (famsize in $c(3,4,5,6)) \times 7 ; 1000$ unrelated $\times 3$ |

[^1]Table 4.3: Type-I error results

| $\alpha$ | Scenario | Type-I error Rate | upper 95\%CI | lower 95\%CI |
| ---: | :---: | :---: | :---: | :---: |
| 0.01 | 1 | 0.010 | 0.0085 | 0.013 |
|  | 2 | 0.010 | 0.0085 | 0.013 |
|  | 3 | 0.0095 | 0.0077 | 0.012 |
|  | 4 | 0.011 | 0.009 | 0.013 |
|  | 5 | 0.011 | 0.009 | 0.013 |
|  | 6 | 0.01 | 0.008 | 0.012 |
|  | 8 | 0.0094 | 0.008 | 0.011 |
|  | 9 | 0.011 | 0.009 | 0.013 |
|  | 10 | 0.0105 | 0.009 | 0.013 |
|  | 11 | 0.009 | 0.007 | 0.011 |

### 4.3.2 Power calculation

Ten thousand simulations with 5 or 10 (depending on the scenario) independent cohorts are simulated to assess the power of our approach. We first select a known T2D associated gene JAZF1 (chromosome 7) and generate the reference panel of haplotype frequencies from FHS exome-chip data. There is no single haplotype dominating the structure of $J A Z F 1$ (Table 4.5). Instead, at least 8 haplotypes are required to represent the genetic structure of this region. There are 20 haplotypes observed in FHS data, because all the 5 variants (Table 4.4) are common variants, when simulating the genotype of nuclear families using random dropping there are 32 haplotypes observed in total. As a result, it is not possible to use a few haplotypes to represent the haplotype structure in this region. We simulate the haplotypes of the founders and then generate the genotypes of the offspring using random haplotype dropping assuming no recombination. An age variable is simulated to be used as a covariate: for each family, we first simulate the age of the founders from a discrete uniform distribution of $\mathrm{U}(25,90)$, and then generate the age of the offspring via a discrete uniform distribution of $\mathrm{U}(1, \min$ (founder_age)-20).

Power is evaluated in the following four scenarios (phenotype datasets), with varying haplotype and SNP effects. The four phenotype datasets share the same covariance matrix

Table 4.4: JAZF1 variants

| Probe | Chr | MapInfo | rsID | SKATgene | Minor | Major | MAF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| exm-rs10486567 | 7 | 27976563 | rs10486567 | JAZF1 | A | G | 0.2415 |
| exm2270592 | 7 | 28039797 | rs38523 | JAZF1 | C | T | 0.3683 |
| exm-rs864745 | 7 | 28180556 | rs864745 | JAZF1 | G | A | 0.4965 |
| exm-rs1635852 | 7 | 28189411 | rs1635852 | JAZF1 | C | T | 0.4973 |
| exm-rs849134 | 7 | 28196222 | rs849134 | JAZF1 | G | A | 0.4917 |

Table 4.5: JAZF1 haplotype frequencies

| Haplotype | rs10486567 | rs38523 | rs864745 | rs1635852 | rs849134 | Haplotype Frequency |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| hap1 | G | T | A | T | A | 0.232702 |
| hap2 | G | T | G | C | G | 0.229488 |
| hap3 | G | C | G | C | G | 0.160802 |
| hap4 | G | C | A | T | A | 0.129456 |
| hap5 | A | T | A | T | A | 0.086615 |
| hap6 | A | T | G | C | G | 0.079319 |
| hap7 | A | C | A | T | A | 0.043359 |
| hap8 | A | C | G | C | G | 0.025893 |
| hap9 | A | T | G | T | A | 0.002862 |
| hap10 | A | T | A | C | A | 0.002855 |
| hap11 | A | C | A | C | A | 0.00231 |
| hap12 | G | T | A | C | A | 0.001862 |
| hap13 | G | T | G | T | A | 0.001658 |
| hap14 | G | C | G | T | A | 0.000526 |
| hap15 | A | C | G | T | G | $<0.0001$ |
| hap16 | A | C | A | C | G | $<0.0001$ |
| hap17 | A | T | A | T | G | $<0.0001$ |
| hap18 | G | T | G | C | A | $<0.0001$ |
| hap19 | G | C | A | C | A | $<0.0001$ |
| hap20 | A | C | G | T | A | $<0.0001$ |

defined as $\operatorname{Var}(\mathbf{Y})=\sigma_{a}^{2} \boldsymbol{\Phi}+\sigma_{e}^{2} \mathbf{I}$
where $\sigma_{e}^{2}=0.5, \sigma_{a}^{2}=0.5, \Phi$ is twice the kinship matrix and hence heritability $h^{2}$ is set to 0.5

We select two haplotypes, GTATA (the most frequent haplotype) and GCGCG (the third most frequent haplotype), to have an effect on the phenotype while all other haplotypes have no effect on the phenotype. For models with SNP effect only, we select rs849134 and rs38523 to have non-zero effect on the trait while all other SNPs have no effect on the
trait. The conditional mean phenotype (conditional on the observed haplotypes or SNPs) is based on the following equations, where the phenotype is influenced by 1 haplotype, 2 haplotypes, 1 SNP or 2 SNPs depending on the scenarios:

1. One haplotype effect: $\hat{\mu}=$ age $\times 0.05+\mathbf{h}_{\mathbf{1}} \sqrt{\frac{R^{2}}{\overline{h_{1}}\left(1-\frac{\overline{h_{1}}}{2}\right)}}$ hap1(the most frequent) is selected as the predictor.
2. Two haplotype effects: $\hat{\mu}=$ age $\times 0.05+\mathbf{h}_{\mathbf{1}} \sqrt{\frac{R^{2}}{2 \overline{h_{1}}\left(1-\frac{\overline{h_{1}}}{2}\right)}}+\mathbf{h}_{3} \sqrt{\frac{R^{2}}{2 \overline{h_{3}}\left(1-\frac{\overline{h_{3}}}{2}\right)}}$ hap 1 and 3 are selected as the predictors.
3. One SNP effect: $\hat{\mu}=$ age $\times 0.05+\mathbf{S N P}_{5} \sqrt{\frac{R^{2}}{2 \text { MAF }_{5}\left(1-\text { MAF }_{5}\right)}}$ rs849134 is selected as the predictor.
4. Two SNP effects: $\hat{\mu}=$ age $\times 0.05+\operatorname{SNP}_{5} \sqrt{\frac{R^{2}}{4 M A F_{5}\left(1-M A F_{5}\right)}}+$ $\mathbf{S N P}_{2} \sqrt{\frac{R^{2}}{4 M A F_{2}\left(1-M A F_{2}\right)}}$ rs38523 and rs849134 are selected as the predictors.

Note that $h_{1}$ and $h_{3}$ are the dosage of the most and the 3rd most frequent haplotypes; $\overline{h_{1}}$ and $\overline{h_{3}}$ are the average dosage of the most and the 3rd most frequent haplotypes, based on all the samples;
$R^{2}$ is the proportion of variance explained by the haplotypes: we choose $R^{2}=1 \%$; $S N P_{5}, S N P_{2}$, are the SNP dosage of rs849134 and rs38523 using additive coding; and $M A F_{5}, M A F_{2}$, are the sample MAF of rs849134 and rs385235. The trait is then simulated from a multivariate normal distribution with conditional mean and covariance matrix specified as above, i.e., $\mathbf{Y} \sim \mathbf{N}(\hat{\mu}, \operatorname{Var}(\mathbf{Y}))$.

For each haplotype (SNP) scenario, we generate four cohort scenarios, with fixed

Table 4.6: Cohort scenario for power assessment

| Cohort Scenario | N_cohort | SampleSize_each_cohort |
| :---: | :---: | :--- |
| I | 5 | 250 families (famsize $=4) \times 5$ |
| II | 5 | 250 families (famsize in $\mathrm{c}(3,4,5,6))$ |
| III | 5 | $100,175$ families (famsize $=4) ; 400,700,1000$ unrelated |
| IV | 5 | 100,175 families (famsize in $\mathrm{c}(3,4,5,6) ; 400,700,1000$ unrelated |

and varying family size, all family-based cohorts and a mixture of family-based and unrelated cohorts (Table 4.6). So it ends up with a total of 16 scenarios. In each scenario, we evaluate the power of our approach and compare with single SNP tests adjusted for multiple testing. For our approach, we first implement the haplotype association test for each cohort and then summarize the results through meta-analysis. For the SNP effect, we perform meta-analysis of single-SNP tests, calculate the minimum p -value ( $\min \mathrm{P}$ ), and adjust it for multiple testing using Gao's methods [13] recommended by Hendricks et al. [17]. The significance threshold $\alpha=0.01$ is used.


Figure 4-1: Power of the haplotype meta-analyis approach compared to single SNP meta-analysis using the minimum P -value adjusted for multiple testing evaluated at $\alpha=0.01$, with respect to the 4 cohorts scenarios

Across the four cohort scenarios, we observe similar contrasting pattern between our method and the min P method. In the phenotype scenario where the phenotypes are simulated directly from SNPs, we observe the two methods have approximately the same power, although intuitively the min P method is thought to be more powerful, due to the stronger connection between the SNPs and the phenotypes. Furthermore, our approach is obviously more powerful in the phenotypes simulated from haplotypes, especially for the phenotypes simulated from two haplotypes. For example, our approach is $\sim 25 \%-40 \%$ more powerful than the min P method when the phenotypes are simulated from two haplotypes.

### 4.4 Data analysis

Our approach is applied to study the association between the G6PC2 haplotype structure and FG, based on the CHARGE exome-chip data. There are 17 exonic variants in the G6PC2 region, 15 rare variants ( $\mathrm{MAF}<1 \%$ ) and 2 common variants (rs560887 with MAF $=25.4 \%$; rs492594 with MAF=43.7\%). Previous GWAS have identified rs560887, one of the two common variants, to be associated with FG level. A recent large-scale exome-chip analysis further indicated that the joint analysis of these 15 rare variants show association with FG. To understand how the haplotype structure of these 15 rare variants alone or with rs560887 impact FG level, we perform 2 sets of meta-analysis, after collecting haplotype association results from 18 European CHARGE cohorts, comprising up to 38322 non-diabetic participants.

### 4.4.1 Single cohort haplotype association test

Preliminary analyses indicates that the most common haplotype is shared by all 18 cohorts, so we select the most frequent haplotype as the reference haplotype and specifically formulate the model without the term of the reference haplotype:
$Y=\mu+X \gamma+\beta_{2} h_{2}+\ldots+\beta_{K} h_{K}+b+\epsilon$
where
$\mu$ is the intercept;
$Y$ is the trait;
$X$ is the covariates matrix;
$h_{m}(m=2, \ldots, K)$ is the expected haplotype dosage (if the haplotype is observed, the value is 0 or 1 or 2 ; otherwise, it is statistically inferred from genotype);
$b$ is the random effect to account for the family structure (if present), and is set to 0 for unrelated samples;
$\epsilon$ is the random error.

### 4.4.2 Meta-Analysis

We apply the same meta-analysis approach as in 4.2.2 to the estimates at cohort level.

### 4.4.3 Hypothesis testing

The null hypothesis is $H_{0}: \beta_{\text {meta }}^{2}=\ldots=\beta_{\text {meta }}^{K_{\text {total }}}=0$.
The Wald-Test statistic is constructed without additional reparametrization as $\chi^{2}=$ $\hat{\beta}_{\text {meta }^{T}} V^{-1}\left(\hat{\beta_{\text {meta }}}\right) \hat{\beta_{\text {meta }}}$ and follows a $\chi_{K_{\text {total }}-1}^{2}$ asymptotically.

Table 4.7: G6PC2 variants

| Name | Chr | MapInfo | dbSNPID | Minor | Major | MAF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| exm239638 | 2 | 169757930 | rs142189264 | T | C | 0.00041 |
| exm239639 | 2 | 169757953 | rs 149874491 | C | A | 0.00017 |
| exm239642 | 2 | 169758029 | rs 201561079 | C | T | 0.00011 |
| exm239643 | 2 | 169758044 | rs 199682245 | T | A | 0.00007 |
| exm239650 | 2 | 169761057 | rs 187707963 | G | A | 0.00006 |
| exm-rs560887 | 2 | 169763148 | rs 560887 | A | G | 0.25424 |
| exm239662 | 2 | 169763244 | rs 2232322 | G | A | 0.00017 |
| exm239663 | 2 | 169763245 | rs 145050507 | C | T | 0.00074 |
| exm239664 | 2 | 169763262 | rs 138726309 | T | C | 0.00318 |
| exm239667 | 2 | 169764141 | rs 2232323 | C | A | 0.00611 |
| exm239672 | 2 | 169764176 | rs 492594 | C | G | 0.43656 |
| exm239675 | 2 | 169764210 | rs 145217135 | C | T | 0.00004 |
| exm239682 | 2 | 169764269 | rs 147360987 | T | C | 0.0001 |
| exm239684 | 2 | 169764287 | rs 150538801 | C | T | 0.00044 |
| exm239687 | 2 | 169764338 | rs 148689354 | G | A | 0.00032 |
| exm239690 | 2 | 169764368 | rs 146779637 | T | C | 0.00253 |
| exm239698 | 2 | 169764491 | rs 2232326 | C | T | 0.0019 |

### 4.4.4 Results

Two meta-analyses are performed: one with the rare variants only, and one with the rare variants plus the GWAS-identified common variant rs560887.

## Rare Variants Only

The global haplotype association test has a p -value of $1.1 \times 10^{-17}$, with the most frequent haplotype having an overall frequency of $98.2 \%$, which is more significant than
any single SNP association test, SKAT and burden test [49]. In other words, it reinforces the conclusions of exome-chip results that the 15 rare variants of G6PC2 region play a vital role in influencing FG level. We also test for individual haplotype effects: the most significant haplotypes are the ones carrying a single rare allele at the exm239690 variant ( $p=2.84 \times 10^{-10}$ ), the exm239698 variant ( $p=1.4 \times 10^{-7}$ ) and the exm 239667 variant ( $p=1.45 \times 10^{-6}$ ). This is consistent with the findings of the single-variant tests.

Table 4.8: Haplotype analysis of G6PC2 rare variants

|  |  |  |  | $\begin{aligned} & \text { ô} \\ & 0 \\ & \text { त्रि } \\ & \text { ה } \end{aligned}$ | $\begin{aligned} & \text { ơo } \\ & \text { ó } \\ & \text { N} \\ & \text { E } \end{aligned}$ | $\begin{aligned} & \text { ơo } \\ & \text { ल } \\ & \text { N} \\ & \text { Kin } \end{aligned}$ | $\begin{aligned} & \text { U} \\ & \text { O} \\ & \text { N } \\ & \text { ה } \end{aligned}$ |  |  |  |  |  |  |  | hapcat | freq | beta_meta | p.ind |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | A | T | A | A | A | T | C | A | T | C | T | A | C | T | 1 | 18 | NA | NA |
| C | A | T | A | A | A | T | C | C | T | C | T | A | C | T | 2 | 18 | -0.11 | $1.5 \times 10^{-6}$ |
| C | A | T | A | A | A | T | C | A | T | C | T | A | T | T | 3 | 17 | -0.22 | $2.8 \times 10^{-10}$ |
| C | A | T | A | A | A | T | T | A | T | C | T | A | C | T | 4 | 16 | -0.09 | 0.02 |
| C | A | T | A | A | A | T | C | A | T | C | T | A | C | C | 5 | 13 | -0.26 | $1.4 \times 10^{-7}$ |
| C | A | T | A | A | A | T | C | A | T | C | C | A | C | T | 6 | 11 | -0.13 | 0.22 |
| C | A | T | A | A | A | C | C | A | T | C | T | A | C | T | 7 | 11 | -0.07 | 0.44 |
| T | A | T | A | A | A | T | C | A | T | C | T | A | C | T | 8 | 10 | -0.22 | 0.03 |
| C | A | T | A | A | G | T | C | A | T | C | T | A | C | T | 9 | 7 | 0.22 | 0.13 |
| C | C | T | A | A | A | T | C | A | T | C | T | A | C | T | 10 | 3 | -0.19 | 0.14 |
| C | A | T | A | A | A | T | T | C | T | C | T | A | C | T | 11 | 3 | -0.89 | 0.00 |
| C | A | T | T | A | A | T | C | A | T | C | T | A | C | C | 12 | 3 | -0.21 | 0.70 |
| C | A | C | A | A | A | T | C | A | T | C | T | A | C | T | 13 | 2 | 0.57 | 0.22 |
| T | A | T | A | A | A | T | C | A | T | C | T | A | C | C | 14 | 1 | 0.21 | 0.64 |
| C | A | T | A | G | A | T | C | A | T | C | T | A | C | T | 15 | , | -0.48 | 0.41 |
| C | A | T | A | NA | A | T | C | A | C | C | T | A | C | T | 16 | 1 | 0.91 | 0.42 |
| C | A | T | NA | A | A | T | C | A | C | C | T | A | C | T | 17 | 1 | 0.10 | 0.83 |
| C | A | T | NA | A | A | T | T | A | T | C | T | A | T | T | 18 | 1 | 1.31 | 0.01 |
| C | A | T | A | A | A | T | T | A | T | C | T | A | C | C | 19 | 1 | -0.73 | 0.59 |
| C | A | T | A | A | A | T | C | C | T | C | T | A | C | C | 20 | 1 | -1.10 | 0.44 |
| C | A | T | T | A | A | T | C | A | T | C | T | A | C | T | 21 | 1 | -0.52 | 0.14 |

## Rare Variants+rs560887

Adding the common variant rs560887 to the haplotype analysis results in a more significant global haplotype association test ( $\mathrm{p}=1.5 \times 10^{-81}$ ), with the most significant haplotype carrying the minor allele C at the common variant rs560887 (Table 4.9).

Table 4.9: Haplotype analysis of G6PC2 rare variants

|  |  |  | $\begin{aligned} & \text { ơ } \\ & \text { N} \\ & \text { Nud } \end{aligned}$ | $\begin{aligned} & \text { ồ } \\ & \text { N} \\ & \text { N్ర } \\ & \end{aligned}$ |  |  | م | す N N N 0 |  | $n$ n N त्र 0 | $\begin{aligned} & \text { No } \\ & \text { on } \\ & \text { N } \\ & \text { N } \end{aligned}$ | $\begin{aligned} & \text { + } \\ & \text { on } \\ & \text { N } \\ & \text { הx } \end{aligned}$ |  | $\begin{aligned} & \text { oి } \\ & \text { on } \\ & \text { N్జ } \\ & \text { ה } \end{aligned}$ |  | hapcat | freq | beta_meta | p.ind |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | A | T | A | A | C | A | T | C | A | T | C | T | A | C | T | 1 | 18 | NA | NA |
| C | A | T | A | A | T | A | T | C | A | T | C | T | A | C | T | 2 | 18 | -0.08 | $8.9 \times 10^{-77}$ |
| C | A | T | A | A | T | A | T | C | C | T | C | T | A | C | T | 3 | 18 | -0.13 | $7.7 \times 10^{-9}$ |
| C | A | T | A | A | T | A | T | C | A | T | C | T | A | T | T | 4 | 17 | -0.24 | $5.6 \times 10^{-12}$ |
| C | A | T | A | A | C | A | T | T | A | T | C | T | A | C | T | 5 | 16 | -0.11 | $7.0 \times 10^{-3}$ |
| C | A | T | A | A | C | A | T | C | A | T | C | T | A | C | C | 6 | 13 | -0.28 | $2.0 \times 10^{-8}$ |
| C | A | T | A | A | C | A | T | C | A | T | C | C | A | C | T | 7 | 11 | -0.19 | 0.10 |
| T | A | T | A | A | C | A | T | C | A | T | C | T | A | C | T | 8 | 10 | -0.28 | 0.01 |
| C | A | T | A | A | C | A | C | C | A | T | C | T | A | C | T | 9 | 9 | -0.08 | 0.43 |
| C | A | T | A | A | T | A | T | T | A | T | C | T | A | C | T | 10 | 9 | -2.51 | 0.30 |
| C | A | T | A | A | T | A | T | C | A | T | C | T | A | C | C | 11 | 8 | -0.22 | 0.66 |
| C | A | T | A | A | T | A | C | C | A | T | C | T | A | C | T | 12 | 7 | -0.38 | 0.40 |
| T | A | T | A | A | T | A | T | C | A | T | C | T | A | C | T | 13 | 6 | 0.11 | 0.81 |
| C | A | T | A | A | C | G | T | C | A | T | C | T | A | C | T | 14 | 6 | 0.32 | 0.17 |
| C | A | T | A | A | T | G | T | C | A | T | C | T | A | C | T | 15 | 5 | 0.06 | 0.79 |
| C | A | T | A | A | C | A | T | C | C | T | C | T | A | C | T | 16 | 4 | -0.32 | 0.58 |
| C | A | T | A | A | T | A | T | C | A | T | C | C | A | C | T | 17 | 4 | 0.13 | 0.74 |
| C | C | T | A | A | C | A | T | C | A | T | C | T | A | C | T | 18 | 3 | -0.18 | 0.23 |
| C | A | T | A | A | T | A | T | T | C | T | C | T | A | C | T | 19 | 3 | -0.95 | 0.00 |
| C | A | T | T | A | C | A | T | C | A | T | C | T | A | C | C | 20 | 3 | -0.25 | 0.64 |
| C | A | T | A | A | C | A | T | C | A | T | C | T | A | T | T | 21 | 2 | -619118.00 | 0.76 |
| C | A | C | A | A | C | A | T | C | A | T | C | T | A | C | T | 22 | 2 | 0.51 | 0.26 |
| T | A | T | A | A | C | A | T | C | A | T | C | T | A | C | C | 23 | 1 | 0.16 | 0.71 |
| C | C | T | A | A | T | A | T | C | A | T | C | T | A | C | T | 24 | 1 | -199.97 | 0.57 |
| C | A | T | A | G | C | A | T | C | A | T | C | T | A | C | T | 25 | 1 | -0.53 | 0.36 |
| C | A | T | A | NA | C | A | T | C | A | C | C | T | A | C | T | 26 | 1 | 0.86 | 0.44 |
| C | A | T | NA | A | C | A | T | C | A | C | C | T | A | C | T | 27 | 1 | 0.05 | 0.91 |
| C | A | T | NA | A | T | A | T | T | A | T | C | T | A | T | T | 28 | 1 | 1.29 | 0.01 |
| C | A | T | A | A | C | A | T | T | A | T | C | T | A | C | C | 29 | 1 | -0.78 | 0.57 |
| C | A | T | A | A | T | A | T | C | C | T | C | T | A | C | C | 30 | 1 | -1.13 | 0.43 |
| C | A | T | T | A | C | A | T | C | A | T | C | T | A | C | T | 31 | 1 | -0.45 | 0.37 |
| C | A | T | T | A | T | A | T | C | A | T | C | T | A | C | T | 32 | 1 | -0.96 | 0.53 |

### 4.5 Discussion

Here we propose a general meta-analysis approach to combine the results of haplotype association test from cohorts. Our approach has no restrictions on the haplotypes observed across the cohorts. Instead, we allow cohorts to contribute unique haplotypes in addition to those observed in common. In the first stage, cohorts can use our existing scripts to perform association test at the cohort level, and then send back the effect size estimate and covariance matrix to the central analyst for meta-analysis. In the second stage, a generalized least square method is applied after merging and organizing the results from cohorts, to obtain the final estimate of the meta-analysis. The association between any single or multiple haplotypes and the trait can be easily tested, based on our framework.

We evaluate the type-I error rate in a variety of scenarios with different between and within cohort variation. All the scenarios have the correct type-I error rate. We also compare the power of our approach with the univariate min P method adjusted for multiple testing, and demonstrate our approach is at least as powerful and much more powerful in certain scenarios.

Our approach can not only serve as a tool for the discovery of novel associated variants and novel associated regions, Unlike the single-variant and gene-based tests implemented in two separate models, we test the single haplotype effect and the overall effect in one model. it also serves as a complementary tool to single-variant and gene-based tests. From the real application to $G 6 P C 2$ region based on the exome-chip project, we find all the top haplotypes built from rare variants are consistent with the single-variant association test results. Moreover, the global test of haplotype association effects is slightly more significant than both SKAT and burden test.

## Chapter 5

## Summary and Future Work

In this dissertation, we investigate three topics to conduct genetic association tests in family samples. In the first topic, we propose a novel approach to test the association between a genetic variant and a multinomial trait in family samples. Examples of multinomial traits include a three-category variable based on T2D status and obesity: diabetic and obese, diabetic and non-obese and non-diabetic. We test the association of the three classes in one model instead of performing two association tests. Moreover, because there is no ordinal trend in the three classes, it is more reasonable to use a multinomial model instead of an ordinal model.

Our approach is efficient in terms of conducting large-scale association studies. We estimate the variance component only once in the first stage using the phenotype and the covariates, and then in the second stage we test the association between the genetic variants and the trait treating the variance component as fixed. Our approach has the correct type-I error rate in the scenarios evaluated and is shown to be more powerful than GLMM in certain scenarios. We apply our newly developed approach to genetic variants on chromosome 16 using FHS SHARe data and three-class obesity status using

FHS phenotype dataset. We not only replicate the association with the obesity gene $F T O$, but also identify other obesity genes and gene associated with other metabolic traits. Although we currently assume a canonical link function for the multinomial model, we will generalize it to any applicable link functions in the future.

In the second topic, we develop a novel approach to test the association between a genetic variant and bivariate phenotypes in family samples. Based on EGEE, we successfully incorporate the correlation parameters into the estimation framework for regression parameters. Our approach is efficient and stable. Unlike GEE, we combine the modeling of the overall variance of the bivariate phenotype with the use of the kinship matrix, so that we can estimate the regression parameters and correlation parameters simultaneously. Currently, we are using the second-order taylor expansion to approximate the variance and any pairwise covariance, which has more precision than the delta method. In the future, we want to explore the use of higher-order taylor expansion and to evaluate the potential enhancement in terms of precision. In the simulation studies, we calculate both Wald and score test statistics for several MAF scenarios ranging from 0.005 to 0.3 , and conclude Wald test yields the correct type-I error rate for common variants (MAF $>=5 \%$ ) while score test yields the correct type-I error rate for low-frequency variants ( $\mathrm{MAF}<5 \%$ ). In the data analysis section, we apply our approach to study the association between the genetic variants on chromosome 16 of FHS SHARe data and the bivariate phenotypes BMI and T2D status, because the obesity gene FTO is also known to be associated with T2D status [6] [47] [55] [56]. Not surprisingly, 15 variants out of our top 20 variants are on $F T O$ gene, a gene known for its strong association with BMI. The other top 5 variants identified are on gene $A D C Y 9$ which is also known to be associated with BMI [40]. We currently assume no dispersion for the binary trait. In the future, we want to consider the possibility of having overdispersion, because it very commonly
occurs in binary data. We also want to develop a model for the bivariate phenotypes when one phenotype is count data, like CD4 counts.

In the third topic, we develop a general meta-analysis approach for haplotype association tests. We put no restrictions on the haplotypes observed from each cohort, so that we can meta-analyze results from any number of cohorts. Our approach consists of two stages. In the first stage, we conduct the haplotype association test at the cohort level, allowing for familial correlation when appropriate. We regress the phenotype on the expected haplotype dosage conditional on the genotypes while adjusting for covariates. In the second stage, based on the estimates of the regression parameters and the covariance matrix returned by each cohort, we implement a weighted least square method to obtain the haplotype effect estimates of the meta-analysis. Our simulation studies show that our approach has the correct type-I error rate in the scenarios evaluated even when the between-cohort variation is large. We apply our approach to a known region in an glycemia-T2D exome-chip project, and the global test of the haplotype effects is even more significant than the corresponding gene-based and single-variant tests. Our current approach assumes that all SNPs are available in all cohorts. In the future, I will continue to study the situation when some SNPs are not available in some cohorts.

## Appendix

1. The covariance between the quantitative and the binary traits, for the same subject is written as

$$
\begin{equation*}
\operatorname{cov}\left(Y_{i j a}, Y_{i j b}\right)=E\left[\operatorname{cov}\left(Y_{i j a}, Y_{i j b}\right) \mid b\right]+\operatorname{cov}\left(E\left(Y_{i j a} \mid b\right), E\left(Y_{i j b} \mid b\right)\right) \tag{5.1}
\end{equation*}
$$

because

$$
\begin{aligned}
& \operatorname{cov}\left(Y_{i j a}, Y_{i j b} \mid b_{01}, b_{02}\right)=r \sqrt{\operatorname{var}\left(Y_{i j a} \mid b_{01}\right) \operatorname{var}\left(Y_{i j b} \mid b_{02}\right)}=r \sqrt{\sigma_{e}^{2} \mu_{i j 2}\left(1-\mu_{i j 2}\right)} \\
& \mu_{i j 2}=\operatorname{logit}^{-1}\left(X_{i j}^{T} \beta_{2}+b_{0 i j 2}\right) \\
& E\left[\operatorname{cov}\left(Y_{i j a}, Y_{i j b}\right) \mid b\right]=E\left[r \sqrt{\sigma_{e}^{2} \mu_{i j 2}\left(1-\mu_{i j 2}\right)}\right]=r \sigma_{e} E\left[\sqrt{\left.\frac{e^{X_{i j}^{T} \beta_{2}+b_{02 i j}}}{\left(1+e^{\left.X_{i j}^{T} \beta_{2}+b_{02 i j}\right)^{2}}\right.}\right]}\right.
\end{aligned}
$$

After applying second-order taylor expansion with respect to $b_{02 i j}$, we have:

$$
\begin{aligned}
& \approx r \sigma_{e}\left(\frac{e^{X_{i j}^{T} \beta_{2} / 2}}{1+e^{X_{i j}^{T} \beta_{2}}}+\frac{1}{16} \frac{e^{X_{i j}^{T} \beta_{2} / 2}\left(1+e^{x_{i j}^{T} \beta_{2}}\right)\left(1-6 e e^{x_{i j}^{T} \beta_{2}}+e^{2 X_{i j}^{T} \beta_{2}}\right)}{\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{4}} \sigma_{2}^{2}\right) \\
& \operatorname{cov}\left(E\left(Y_{i j a} \mid b\right), E\left(Y_{i j} \mid b\right)\right)=0 ;
\end{aligned}
$$

then we have

$$
\begin{equation*}
\operatorname{cov}\left(Y_{i j a}, Y_{i j b}\right)=r \sigma_{e}\left(\frac{e^{X_{i j}^{T} \beta_{2} / 2}}{1+e^{X_{i j}^{T} \beta_{2}}}+\frac{1}{16} \frac{e^{X_{i j}^{T} \beta_{2} / 2}\left(1-6 e^{X_{i j}^{T} \beta_{2}}+e^{2 X_{i j}^{T} \beta_{2}}\right)}{\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{3}} \sigma_{2}^{2}\right) . \tag{5.2}
\end{equation*}
$$

2. The covariance between the quantitative and the binary traits, for two subjects in the
same family $\left(\forall j^{\prime} \neq j\right)$

$$
\begin{equation*}
\operatorname{cov}\left(Y_{i j a}, Y_{i j^{\prime} b}\right)=E\left[\operatorname{cov}\left(Y_{i j a}, Y_{i j^{\prime} b}\right) \mid b\right]+\operatorname{cov}\left(E\left(Y_{i j a} \mid b\right), E\left(Y_{i j^{\prime} b} \mid b\right)\right) \tag{5.3}
\end{equation*}
$$

because

$$
\begin{align*}
& \operatorname{cov}\left(Y_{i j a}, Y_{i j^{\prime} b} \mid b_{01}, b_{02}\right) \\
& r_{j j^{\prime}} \sqrt{\sigma_{e}^{2} \mu_{i j^{\prime} 2}\left(1-\mu_{i j^{\prime} 2}\right)} \\
& \operatorname{cov}\left(Y_{i j a}, Y_{i j^{\prime} b}\right)=r_{j j^{\prime}} \sqrt{\operatorname{var}\left(Y_{i j a} \mid b_{01}\right) \operatorname{var}\left(Y_{i j^{\prime} b} \mid b_{02}\right)}\left(\frac{e^{X_{i j^{\prime}}^{T} \beta_{2} / 2}}{1+e^{X_{i j^{\prime}}^{T} \beta_{2}}}+\frac{1}{16} \frac{e^{X_{i j^{\prime}}^{T} \beta_{2} / 2}\left(1-6 e^{X_{i j^{\prime}}^{T} \beta_{2}}+e^{2 X_{i j^{\prime}}^{T} \beta_{2}}\right)}{\left(1+e^{X_{i j^{\prime}}^{T} \beta_{2}}\right)^{3}} \sigma_{2}^{2}\right) \tag{5.4}
\end{align*}
$$

3. variance-covariance of the continuous trait

For the same subject:

$$
\begin{equation*}
\operatorname{var}\left(Y_{i j a}\right)=\sigma_{1}^{2}\left(\Sigma_{k i n}\right)_{i j, i j}+\sigma_{e}^{2} \tag{5.5}
\end{equation*}
$$

For two subjects in the same family $\left(j \neq j^{\prime}\right)$ :

$$
\begin{equation*}
\operatorname{cov}\left(Y_{i j a}, Y_{i j^{\prime} a}\right)=\sigma_{1}^{2}\left(\Sigma_{k i n}\right)_{i j, i j^{\prime}} \tag{5.6}
\end{equation*}
$$

4. variance-covariance of the binomial trait

For the same subject:

$$
\begin{equation*}
\operatorname{var}\left(Y_{i j b}\right)=E\left[\operatorname{var}\left(Y_{i j b} \mid b\right)\right]+\operatorname{var}\left(E\left[Y_{i j b} \mid b\right]\right) \tag{5.7}
\end{equation*}
$$

because

$$
\begin{gather*}
E\left[\operatorname{var}\left(Y_{i j b} \mid b\right)\right]=E\left[\mu_{i j b}\left(1-\mu_{i j b}\right)\right]  \tag{5.8}\\
\operatorname{var}\left(E\left[Y_{i j b} \mid b\right]\right)=\operatorname{var}\left(\mu_{i j b}\right)=E\left[\mu_{i j b}^{2}\right]-E^{2}\left[\mu_{i j b}\right] \tag{5.9}
\end{gather*}
$$

thus

$$
\begin{gather*}
\operatorname{var}\left(Y_{i j b}\right)=E\left[\mu_{i j b}\right]-E^{2}\left[\mu_{i j b}\right]  \tag{5.10}\\
\operatorname{var}\left(Y_{i j b}\right)=\left(\frac{e^{X_{i j}^{T} \beta_{2}}}{1+e^{X_{i j}^{T} \beta_{2}}}+\frac{e^{x_{i j}^{T} \beta_{2}}\left(1-e^{x_{i j}^{T} \beta_{2}}\right)}{4\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{3}} \sigma_{2}^{2}\right)\left(\frac{1}{1+e^{X_{i j}^{T} \beta_{2}}}-\frac{e^{X_{i j}^{T} \beta_{2}}\left(1-e^{x_{i j}^{T} \beta_{2}}\right)}{4\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{3}} \sigma_{2}^{2}\right) . \tag{5.11}
\end{gather*}
$$

For two subjects in the same family:

$$
\begin{equation*}
\operatorname{cov}\left(Y_{i j b}, Y_{i j^{\prime} b}\right)=E\left[Y_{i j b} Y_{i j^{\prime} b}\right]-E\left[Y_{i j b}\right] E\left[Y_{i j^{\prime} b}\right] \tag{5.12}
\end{equation*}
$$

Given conditional independence, we have:

$$
\begin{align*}
& \operatorname{cov}\left(Y_{i j b}, Y_{i j^{\prime} b}\right)=E\left[E\left[Y_{i j b} Y_{i j^{\prime} b} \mid b\right]\right]-E\left[E\left[Y_{i j b} \mid b\right]\right] E\left[E\left[Y_{i j^{\prime} b} \mid b\right]\right] \\
& =E\left[E\left[Y_{i j b} \mid b\right] E\left[Y_{i j^{\prime} b} \mid b\right]\right]-E\left[E\left[Y_{i j b} \mid b\right]\right] E\left[E\left[Y_{i j^{\prime} b} \mid b\right]\right] \\
& =E\left[\mu_{i j b} \mu_{i j^{\prime} b}\right]-E\left[\mu_{i j b}\right] E\left[\mu_{i j^{\prime} b}\right]  \tag{5.13}\\
& \operatorname{cov}\left(Y_{i j b}, Y_{i j^{\prime} b}\right)=\frac{e^{\left(X_{i j}+X_{i j^{\prime}}\right)^{T}}{ }^{T} \beta_{2}}{\left(1+e^{X_{i j}^{T} \beta_{2}}\right)^{2}\left(1+e^{\left.X_{i j^{\prime}}^{T} \beta_{2}\right)^{2}}\right.}\left[\sigma_{2}^{2}\left(\Sigma_{k i n}\right)_{i j, i j^{\prime}}-\frac{\left(1-e^{X_{i j}^{T} \beta_{2}}\right)\left(1-e^{X_{i j^{\prime}}^{T} \beta_{2}}\right) \sigma_{2}^{4}}{16\left(1+e^{X_{i j}^{T} \beta_{2}}\right)\left(1+e^{X_{i j^{\prime}}^{T} \beta_{2}}\right)}\right] . \tag{5.14}
\end{align*}
$$

where $\mu_{i j b}=\frac{e^{X_{i j} \beta_{2}+b_{02 i j}}}{1+e^{X_{i j} \beta_{2}+b_{02 i j}}}$ and $\mu_{i j^{\prime} b}=\frac{e^{X_{i j^{\prime}} \beta_{2}+b_{02 i j^{\prime}}}}{1+e^{X_{i j^{\prime}} \beta_{2}+b_{02 i j^{\prime}}}}$
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[^0]:    ${ }^{1}$ In each simulation, the smallest effective number of phenotypes is always chosen among the three multiple adjustment methods.

[^1]:    * N_cohort: the number of cohorts simulated;
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