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Abstract— In this paper, we study the problem of consensus
building in multi-vehicle systems with information feedback.
We will show how information feedback can be incorporated
into the consensus building process so as to improve the
robustness and situational awareness of the whole team. We
will detail strategies of introducing feedback to the consensus
building process through information flow, external feedback
terms, state-dependent weighting factors, and reference states.
Application examples are also given to illustrate the information
feedback strategies.

Index Terms— Consensus building, Multi-vehicle systems,
Cooperative control

I. INTRODUCTION

Autonomous vehicle systems are expected to find potential

applications in military operations, search and rescue, envi-

ronment monitoring, commercial cleaning, material handling,

and homeland security. While single vehicles performing

solo missions will yield some benefits, greater benefits will

come from the cooperation of teams of vehicles. Cooperative

control of multi-vehicle systems has received significant

attention in the control and robotics communities in recent

years regarding the benefits of using many inexpensive,

simple systems to replace a single monolithic, expensive, and

complicated system.

As an inherently distributed strategy for multi-vehicle co-

ordination, consensus algorithms have recently been studied

extensively in the context of cooperative control of multi-

vehicle systems [1], [2], [3], [4], [5], [6], [7], to name a few.

Those algorithms only require local neighbor-to-neighbor

information exchange between the vehicles. The basic idea

for information consensus is that each vehicle updates its

information state based on the information states of its local

(possibly time-varying) neighbors in such a way that the final

information state of each vehicle converges to a common

value. This basic idea can be extended to deal with the case

that each vehicle’s information states converge to desired

relative deviations or to incorporate different group behaviors

into the consensus building process. Consensus algorithms

have numerous applications in rendezvous problem, cooper-

ative timing, formation control, attitude synchronization, and

distributed decision making.

Most consensus algorithms studied in the literature do

not take into account vehicle performance, environmen-

tal information, sensor measurement, etc. in the consensus

building process. For example, in some formation control

problems where the formation is moving through space,

the information states of each vehicle may be dynamically

evolving in time according to some inherent dynamics. Also

in most cooperative control problems, the information states

of each vehicle may be affected by environmental factors or

sensor measurement. As a result, it is essential to incorpo-

rate vehicle performance, environmental information, sensor

measurement into the consensus building process as a form

of feedback.

The main contribution of this paper is to study how

information feedback can be incorporated into the consen-

sus building process so as to improve the robustness and

situational awareness of the whole team. In particular, we

study strategies of introducing information feedback to the

consensus building process through information flow, exter-

nal feedback terms, state-dependent weighting factors, and

reference states. The first three strategies will be illustrated

by application examples.

II. BACKGROUND AND PRELIMINARIES

It is natural to model information exchange between ve-

hicles by directed/undirected graphs. A digraph (directed

graph) consists of a pair (N , E), where N is a finite

nonempty set of nodes and E ∈ N 2 is a set of ordered

pairs of nodes, called edges. As a comparison, the pairs of

nodes in an undirected graph are unordered. If there is a

directed edge from node vi to node vj , then vi is defined

as the parent node and vj is defined as the child node. A

directed path is a sequence of ordered edges of the form

(vi1 , vi2), (vi2 , vi3), · · · , where vij
∈ N , in a digraph. An

undirected path in an undirected graph is defined accordingly.

A digraph is called strongly connected if there is a directed

path from every node to every other nodes. An undirected

graph is called connected if there is a path between any

distinct pair of nodes. A directed tree is a digraph, where

every node, except the root, has exactly one parent. A directed

spanning tree of a digraph is a directed tree formed by graph
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edges that connect all the nodes of the graph. We say that

a graph has (or contains) a directed spanning tree if there

exists a directed spanning tree being a subset of the graph.

Note that the condition that a digraph has a directed spanning

tree is equivalent to the case that there exists at lease one

node having a directed path to all the other nodes. In the

case of undirected graphs, having an undirected spanning

tree is equivalent to being connected. However, in the case of

directed graphs, having a directed spanning tree is a weaker

condition than being strongly connected. The union of a

group of digraphs is a digraph with nodes given by the union

of the node sets and edges given by the union of the edge

sets of those digraphs.

Fig. 1 shows a directed graph with more than one possible

spanning trees, but is not strongly connected. The double

arrows denote one possible spanning tree with A5 as the

parent. Spanning trees with A1 and A4 as the parent, are

also possible.
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Fig. 1. A directed graph that has more than one possible spanning trees,
but is not strongly connected. One possible spanning tree is denoted with
double arrows.

III. FUNDAMENTAL CONSENSUS ALGORITHM

For information states with dynamics given by

ξ̇i = ui, i = 1, · · · , n, (1)

where ξi ∈ IRm denotes the information state of the ith

vehicle and ui ∈ IRm is the control input, consensus

algorithm is proposed in [1], [3], [5], [8] as

ui = −
n

∑

j=1

gijkij(ξi − ξj), (2)

where kij > 0, gii
△
= 0, and gij is 1 if information flows

from vehicle j to vehicle i and 0 otherwise, ∀i �= j.

By applying algorithm (2), Eq. (1) can be written in matrix

form as

ξ̇ = −(L ⊗ Im)ξ,

where ξ = [ξT
1 , · · · , ξT

n ]T , ⊗ denotes the Kronecker product,

and L = [ℓij ] ∈ IRn×n is given as ℓii =
∑

j �=i gijkij and

ℓij = −gijkij , ∀i �= j.

Consensus is said to be reached among the n vehicles

if ξi(t) → ξj(t), ∀i �= j, as t → ∞. With consensus

algorithm (2), the final consensus value is a weighted average

of the vehicles’ initial information states. Note that the final

consensus value is generally a priori unknown and will

depend on the information exchange topologies as well as

weighting factors kij .

Under a fixed information exchange topology, algo-

rithm (2) achieves consensus asymptotically if and only if

the information exchange topology has a (directed) spanning

tree [8].

In the following, we assume a directed information ex-

change topology to take into account the case that sensors

may have a limited field of view in the case of information

exchange through local sensing. Note that undirected infor-

mation exchange is a special case of directed information

exchange.

IV. CONSENSUS BUILDING WITH INFORMATION

FEEDBACK THROUGH INFORMATION FLOW

A. Basic Result

The most straightforward strategy to introduce feedback to

the consensus building process is through information flow

between local neighbors.

With consensus algorithm (2), the final consensus value

is given by ξ∗ =
∑n

i=1 αiξi(0), where α = [α1, · · · , αn]T

is a nonnegative left eigenvector of −L associated with

eigenvalue 0 with αi ≥ 0 and
∑n

i=1 αi = 1 [8]. Note that

αi �= 0 if vehicle i has a directed path to all the other

vehicles in the information exchange topology and αi = 0
if there does not exist such a directed path [8]. As a result,

if a vehicle wants to contribute to the final consensus value,

its information needs to flow to all the vehicles in the team

directly or indirectly.

Information flow between vehicles can also be applied to

increase the redundancy and robustness of the whole team

in the case of failures of certain information exchange links.

For example, if vehicle j only receives data due to its station

as strictly a “child” in the directed information exchange

topology or due to unreliable state data transmission, any

disturbance to this vehicle will cause inaccuracy in the

vehicle team. However, if vehicle j is also a parent of another

vehicle, then this disturbance feedback is propagated to the

other vehicle.

B. Illustrative Example

To illustrate, we consider two information exchange

topologies shown in Fig. 2. In Fig. 2, Subplot (a) corresponds

to a leader-follower topology where vehicle j + 1 follows

vehicle j, j = 1, 2, 3. Subplots (b) corresponds to a topology

where feedback is introduced from followers to leaders

through information flow. Note that the final consensus value

with Subplot (a) is ξ1(0) while the final consensus value with

Subplot (b) is a weighted average of ξ1(0), ξ2(0), and ξ3(0).
Also note that in Subplot (a) if vehicle 3 is perturbed by

disturbance, vehicles 1 and 2 are unaware of this disturbance

and their motions remain unaffected. However, in Subplot

(b) if vehicle 3 is perturbed by disturbance, vehicles 1 and

2 are able to adjust their motions according to the motion

of vehicle 3 so as to maintain better team performance due

to the information flow from vehicle 3 to vehicles 1 and 2

directly or indirectly.



(a) ��������A1
�� ��������A2

�� ��������A3
�� ��������A4

(b) ��������A1
�� ��������A2

��
��

��������A3
��

��
��������A4

Fig. 2. Information exchange topologies between four vehicles. Subplot
(a) denotes a leader-follower topology. Subplots (b) denotes a topology with
information flow introduced from followers to leaders.

V. CONSENSUS BUILDING WITH INFORMATION

FEEDBACK THROUGH EXTERNAL FEEDBACK TERMS

A. Basic Result

Another strategy to introduce feedback to the consensus

building process is through an external feedback term. Con-

sider the following algorithm:

ui = −
n

∑

j=1

gijkij(ξi − ξj) + ρi(t, xi, {j ∈ Ni|xj}), (3)

where Ni denotes the set of vehicles whose information

is available to vehicle i, and ρi(·, ·, ·) denotes a feedback

term introduced to the ith vehicle from its local neighbors.

As a result, the consensus building process of each vehicle

will be affected by the performance of its local neighbors,

which serves as a form of information feedback and therefore

improves the robustness of the whole team.

We need the following lemma to analyze Eq. (3).

Lemma 5.1: Let ξ̇i = −
∑n

j=1 gij(t)kij(t)(ξi−ξj), where

kij(t) > 0 is piecewise continuous and uniformly lower and

upper bounded. If there exist infinitely many consecutive

uniformly bounded time intervals such that the union of the

information exchange graph across each such interval has a

(directed) spanning tree, then ξi → ξj , ∀i �= j, uniformly

exponentially. Furthermore, if ‖ρi − ρj‖ is bounded, so is

‖ξi − ξj‖, ∀i �= j.

Proof: See [9] and [10].

B. Illustrative Example

We will apply the virtual leader/virtual structure approach

(e.g. [11], [12], [13], [14]) to deal with a formation control

problem. Let x0(s(t)) denote the parameterized state of the

virtual leader of the team, where s is a parameter that

incorporates error feedback into the whole system through its

evolution [14]. Let xd
i (s(t)) represent the desired state of the

ith vehicle, which can be defined from x0(s(t)). Suppose that

a pointwise control Lyapunov function (CLF) can be found

for a smooth parameterized desired trajectory xd
i (s), that is,

Vi(xi, x
d
i (s)) = 0 at xi = xd

i (s) for each s ∈ [ss, sf ]. We

also assume that Vi(xi, x
d
i (s)) → ∞ if

∥

∥xi − xd
i (s)

∥

∥ → ∞
for any s ∈ [ss, sf ].

In [15] CLFs are used to define a formation measure

function so that a constrained motion control problem of

multiple systems is converted into a stabilization problem for

one single system. To represent the formation maintenance

accuracy, a formation measure function is defined in [15] as

F (x, s) =

n
∑

i=1

βiVi(xi(t), x
d
i (s))),

where Vi is the pointwise CLF for each vehicle and βi >

0. The formation is defined to be preserved if F (x, s) ≤
FU , where FU is an upper bound on the formation measure

function F (x, s). Also the evolution speed of s is defined as

ṡ =







min

{

v0

δ+‖
∂x0(s)

∂s
‖
,

− ∂F
∂x

ẋ

δ+| ∂F
∂s

|

(

σ(FU )
σ(F (x,s))

)

}

, ss ≤ s < sf

0, s = sf

,

(4)

where δ > 0 is a small positive constant, v0 is the nominal

velocity for the formation, and σ(·) is a class K function.

Therefore, formation maneuvers are performed in two steps.

First, when ss ≤ s < sf , the formation is preserved within

some boundary given by FU . Second, when s = sf , each

vehicle is regulated to a constant desired state given by

xd
i (sf ) and reaches (eventually) its final goal.

In [15], parameter s is implemented at a central location

and broadcast to all the vehicles in the team. The states of

each vehicle are also sent to the central location to incor-

porate error feedback into the evolution of s. Each vehicle

then derives its local control law according to the evolution

law of s. While this implementation is feasible in the case

that a robust central location exists and high bandwidth

communication is available, issues such as a single point

of failure or stringent intervehicle communication constraints

will significantly degrade the overall system performance.

In the following, we study a decentralized scheme, where

each vehicle instantiates a local copy of s, denoted as si. All

the vehicles then exchange their instantiations between local

neighbors through intervehicle communication.

The formation measure function for vehicle i is defined as

Fi(xi, si) = βiVi(xi(t), x
d
i (si))),

where Vi is the pointwise CLF for each vehicle and βi > 0.

The evolution law of si is defined as

ṡi =























−
∑n

j=1 gij(t)kij(t)(si − sj)

+min

{

v0

δ+‖
∂x0(si)

∂si
‖
,
−

∂Fi
∂xi

ẋi

δ+|
∂Fi
∂si

|

(

σ(FUi)
σ(Fi(xi,si))

)

}

,

ss ≤ s < sf

−
∑n

j=1 kij(t)gij(t)(si − sj), s = sf

,

(5)

where kij(t) > 0 is piecewise continuous and uniformly

lower and upper bounded, gii(t)
△
= 0, and gij(t) is 1 if

vehicle i receives sj from vehicle j at time t and 0 otherwise.

In Eq. (5), at ss ≤ s < sf the first term is used to drive

si → sj , ∀i �= j, and the second term is used to incorporate

feedback from the ith vehicle’s tracking performance to the

evolution speed of si.



Note that the evolution speed of si depends on Fi(xi, si)
and sj , j ∈ Ni, where Ni represents the ith vehicle’s

(possibly time-varying) local neighbors. Each vehicle then

derives its local control law according to the evolution law

of si.

The formation is defined to be preserved if |si −sj| ≤ sU ,

∀i �= j, where sU is an upper bound on the inconsistency of

si, and Fi(xi, si) ≤ FUi, where FUi is an upper bound on

the formation measure function Fi(xi, si).
Note that

min

{

v0

δ + ‖∂x0(si)
∂si

‖
,
−∂Fi

∂xi
ẋi

δ + |∂Fi

∂si
|

(

σ(FUi)

σ(Fi(xi, si))

)

}

is bounded at ss ≤ s < sf . From Lemma 5.1 we know

that |si − sj|, ∀i �= j, is bounded at ss ≤ s < sf if there

exist infinitely many consecutive uniformly bounded time

intervals such that the union of the information exchange

graph across each such interval has a (directed) spanning

tree. Furthermore, we know that si → sj , ∀i �= j, at s = sf

under the same condition.

To illustrate, consider fully actuated mobile robot kine-

matic equations given by

żi = ui, (6)

where zi = [xi, yi]
T represents the position of the ith robot,

and ui = [uxi, uyi]
T represents the control input.

We will simulate two robots moving in a spiral formation

with s ∈ [0, 5]. The desired distance between these two

robots is 10 meters. The center of the line connecting the

desired positions of the two robots, i.e., the virtual center

of the formation, tracks a trajectory (x0(s), y0(s)) given by

(0, s). Also the line connecting the desired positions of the

two robots rotates about its center counterclockwise with an

angle given by ω0s. The desired states for the two robots are

(xd
i , y

d
i ) which are given by (5 cos(ω0s), s+5 sin(ω0s)) and

(−5 cos(ω0s), s − 5 sin(ω0s)) respectively. The two robots

start from rest with some initial errors.

Let Vi = 1
2 (xi − xd

i )
2 + 1

2 (yi − yd
i )2, which is a valid

(pointwise in s) CLF for the ith robot. Define Fi(xi, si) =
2Vi(xi, x

d
i (s)) as the formation measure function for vehicle

i. The local control laws for each robot are derived using the

pointwise CLF so that xi → xd
i (s) and yi → yd

i (s) pointwise

in s.

In the decentralized scheme, set FU1 = FU2 = 0.1. In

Fig. 3, we plot the desired trajectories for robot #1 and

#2. The actual trajectories almost coincide with the desired

ones. To see the pattern clearly, we let s ∈ [0, 15]. Assume

that robot #1 and #2 obtain one another’s instantiation of

s through communication. Also assume that there exists

inconsistency between s1 and s2 at t = 0 sec. Fig. 4 shows

the inconsistency between s1 and s2, denoted by s1 − s2.

Note that s1−s2 is bounded and approaches zero as si → sf ,

i = 1, 2. Fig. 5 shows formation measure function Fi(xi, si),

i = 1, 2. We can see that Fi(xi, si), i = 1, 2, are large at

t = 0 sec due to the inconsistency between s1 and s2 at

t = 0 sec. Then both Fi(xi(t), si(t)), i = 1, 2, decrease and

stay below FUi as si increases. The tracking errors for robot

#1 and #2 are shown in Fig. 6.
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Fig. 3. The desired trajectories for robot #1 and #2.
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Fig. 4. The inconsistency between si using the decentralized scheme.

VI. CONSENSUS BUILDING WITH INFORMATION

FEEDBACK THROUGH STATE-DEPENDENT WEIGHTING

FACTORS

A. Basic Result

Information feedback can also be introduced to the con-

sensus building process through state-dependent weighting

factors. Consider the following algorithm:

ui = −
n

∑

j=1

gijkij(t, xi, {j ∈ Ni|xj})(ξi − ξj), (7)
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Fig. 5. Formation measure function Fi(xi, si) using the decentralized
scheme.

0 50 100 150 200 250 300 350
0

0.2

0.4

0.6

0.8

1
tracking error for robot #1

(m
)

0 50 100 150 200 250 300 350
0

0.5

1

1.5
tracking error for robot #2

time (s)

(m
)

Fig. 6. The tracking errors for robot #1 and #2 using the decentralized
scheme.

where kij(·, ·, ·) denotes the state-dependent weighting fac-

tors that introduce feedback to the ith vehicle from its local

neighbors.

B. Illustrative Example

In cooperative control systems, vehicles may move in or

out of each other’s communication range. As a result, the

communication links between the vehicles may be established

or broken randomly. It is relevant to study how a given

connectivity pattern between the vehicles can be maintained.

The problem of preserving connectivity constraints has been

discussed in [16], [17] recently. As a preliminary study,

we apply consensus algorithm (7) to drive multiple mobile

agents to reach a rendezvous position. It is assumed that

each agent has a limited communication range and the

communication topology is connected initially. Fig. 7 shows

the case where the weighting factors kij are constant. Note

that the connectivity of the communication topology cannot

be maintained and the agents form two separated subgroups.

As a comparison, Fig. 8 shows the case that the weighting

factors kij are adjusted dynamically such that neighboring

vehicles do not move out of their communication range.

Note that under the same initial conditions the connectivity

between those agents is maintained and the team reaches a

rendezvous point.
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Fig. 7. Rendezvous of seven agents with fixed weighting factors.
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Fig. 8. Rendezvous of seven agents with state-dependent weighting factors.

VII. CONSENSUS BUILDING WITH INFORMATION

FEEDBACK THROUGH REFERENCE STATES

Information feedback to the consensus building process

can also be introduced through a reference state, which may

be a function of vehicle/environmental dynamics or sensor

measurement.



Let ξr ∈ IRm be the reference state and assume that ξr

satisfies the following dynamics:

ξ̇r = f(t, ξr). (8)

In the case that only a portion of the vehicles have access to

ξr, we apply the following consensus algorithm:

ui =
1

ηi

n
∑

j=1

gijkij [uj − γi(ξi − ξj)]

+
1

ηi

gi(n+1)αi[f(t, ξr) − γi(ξi − ξr)], (9)

where kij > 0, γi > 0, αi > 0, gii
△
= 0, gij is 1 if information

flows from vehicle j to vehicle i and 0 otherwise, gi(n+1) is

1 if vehicle i has access to ξr and 0 otherwise, and ηi =
gi(n+1)αi +

∑n

j=1 gijkij .

Note that kij and αij in Eq. (9) can be state-dependent

weighting factors. For example, we may choose αij as

αi(t, xi, {j ∈ Ni|xj}) so that the performance of a vehicle

and its neighbors can affect how accurate the vehicle wants

to track the reference state. Also note that under certain

circumstances information feedback can also be introduced

directly to the reference model as follows:

ξ̇r = f(t, ξr, {ℓ ∈ L|ξℓ}), (10)

where L denotes the set of vehicles that have access to ξr.

Due to space limitation, we will omit the illustrative

example for this strategy.

VIII. CONCLUSION

We have studied the problem of consensus building in

multi-vehicle systems with information feedback. Four strate-

gies of introducing feedback to the consensus building

process have been presented including information flow,

external feedback terms, state-dependent weighting factors,

and reference states. Illustrative examples have also been

demonstrated as a proof of concept.
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