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Abstract 

This article deals with the role of public research in Italian 

agriculture during the period 1960 to 1995. A short-term 

specification of the GL cost function capable of accommodating 

quasi-fixed factors and variable returns is employed. Temporary 

equilibrium and scale economies are investigated with special 

emphasis on methodological implications of R&D stock and 

consistency of the estimated model with microeconomic theory. 

Confronting the relevant shadow and rental price the model provides 

evidence on the topics of under (over) investment and the rationale 

driving public research expenditure in agriculture A formal test for 

the induced innovation hypothesis, the calculation of the internal rate 

of returns and TFP growth decomposition are also considered.  
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1. Introduction 

This study focuses on the role of public R&D in applied 
production analysis, with particular reference to the agricultural 
sector. An increasing interest has emerged during the recent years 
over this strand of literature. On the one hand, growth theorists have 
been elaborating endogenous growth models based on the pivotal role 
of “public goods”, which generate aggregate increasing returns to 
scale, under perfect competition and price-taking firms at once 
(Romer, 1990; Griliches, 1995; Jones, 1995; Jones and Williams, 
1998). These models increasingly ask for empirical support. On the 
other hand, the role of public research in enhancing technical progress 
and output growth in agriculture has stimulated a growing debate in 
the nineties from the specific perspective of agricultural economists 
(Echeverria, 1990; Schimmelpfenning et al., 2000). One major reason 
for this, is the sharp evidence on the high social rate of return to public 
R&D (Evenson, 2001), thus suggesting under-investment (Harris and 
Lloyd, 1991), which apparently contrasts with the reduction of 
publicly funded research in agriculture observed in a number of 
developed and developing countries since the second half of the 
eighties1 (Huffman and Just, 1999; OECD, 1995; Rausser, 1999). 

In the last decade, a number of applied works explored the 
aforementioned topics through sectoral models where price-taking 
(competitive) firms take advantage of non-conventional external 
factors, which behave as public good. In principle, these empirical 
studies would allow assessing whether the service flow of this public 
good can be regarded as optimal from a social perspective (Morrison 
and Schwartz, 1996a, 1996b; Morrison and Siegel, 1997; Nadiri and 
Mamuneas, 1994; Mamuneas and Nadiri, 1996). In fact, this strand of 
literature suffers from two major methodological problems related to 
the role of public research in production analysis. The first one 
concerns the real nature of public R&D, since, unlike conventional 
inputs, the entrepreneur can not control its endowment in farming 

                                        
1
 For a review on public agricultural research funding see Barnes (2001). 
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activity (in this specific case). The second and related issue deals with 
expenditure in public research. It is a matter of fact that the rationale 
behind public research investment is a subtle matter as it concerns a 
public good able to generate private benefits, e.g. improvement of 
input productivity. However, for the aforementioned reason, no 
farmers’ optimizing behavior can really account for the investment 
pattern when a public good is involved. This also rises the question 
how to define optimal research investment given that its level can 
significantly differ according to private (farmers) or social (taxpayers) 
point of view.  

One way of dealing with these questions is to imagine a social 
planner that uses private inputs as farmers would do, and provides the 
public (R&D) capital according to its social cost in order to minimize 
the overall social cost of agricultural production. According to this 
hypothesis, the optimal public R&D expenditure would depend on 
some behavioral rule and external variables, mainly prices, including 
the (social) price/cost of research itself. Under this general framework, 
not only its own price affects R&D investment. Also conventional 
private inputs can influence someway the public R&D provision, as 
well as research investment can also affect, via R&D-induced biases, 
the conventional inputs use; this is the general idea of the induced 
innovation hypothesis (Ruttan, 1997; Chavas et al., 1997, Esposti, 
2000). Finally, this general framework allows total factor productivity 
growth to be decomposed into R&D contribution, returns to scale and 
unexplained residual.  

In this study we assume the existence of a short run aggregate 
technology for Italian agriculture and depict it from the dual by means 
of the Generalized Leontief (GL) cost function (Morrison, 1988). This 
flexible form has been adapted to investigate short run behavior. The 
restricted cost model accommodates quasi-fixed inputs including 
public knowledge stock and maintains the consistency of the 
estimated function with microeconomic theory and approximation 
properties. The analysis covers the years from 1960 to 1995. The 
productive technology consists of one aggregate output, three variable 
inputs (purchased feed, other intermediate inputs, hired labor), three 
quasi-fixed factors (family labor, physical and R&D capital). 
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The model admits adjustment of the R&D provision to some 
long-run social optimal level according to its social price/cost; on this 
latter point, the paper also pays attention to constructing the relevant 
research price. The model can provide evidence on three main aspects. 
Firstly, it can assess whether optimal investment really occurs from 
the social point of view and provides an estimate of the actual returns 
to R&D expenditure. Secondly, it analyses the interaction between 
R&D stock and conventional inputs in Italian agriculture, also by 
testing the consistency of the induced innovation hypothesis. Finally, 
it disentangles the primal productivity growth in its cost-side 
components, including the contribution of changes in public R&D 
stock and of increasing returns to scale generated by the public good. 

2. Micro foundations and methodological issues 

Thanks to developments in duality theory and flexible functional 
forms, production models can provide relevant information on the role 
of research in agriculture, particularly with respect to research bias 
and induced innovation hypothesis, returns to research expenditure 
and its contribution to increased productivity (Mamuneas and Nadiri, 
1996; Morrison and Schwartz, 1996a, 1996b; Morrison and Siegel, 
1997, 1998; Nadiri and Kim, 1996; Nadiri and Mamuneas, 1994; 
Nadiri and Prucha, 1996, 2001). The quality of this information 
critically depends on the specification of agricultural technology and, 
consequently, how public research enters the model.  

In this respect, though the methodological framework here 
adopted is not original, it is new for this stream of empirical literature 
to explicitly apply it to the aforementioned set of issues and 
hypotheses bringing in public R&D in agricultural production and 
technical change.   

 

2.1. A simple theory of public R&D investment 

In this study we maintain that farmers minimize the cost of 
producing a given level of output, conditional on input prices, stocks 
of quasi-fixed inputs and technological level. Under some regularity 
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conditions, duality principles ensure consistency between variable 
costs and production functions, so that either one will describe the 
farming activity equally well (Chambers, 1988). The restricted cost 
function is given by: 

(1) ),,(* SXWGG =  

where G is the minimized variable cost W’V, W≡(W1, .., WN)’ is the 
price vector of variable inputs V≡(V1, .., VN)’, X≡(X1, .., XM)’ is the 
vector of quasi-fixed factors with user cost P≡(P1, .., PM)’, and S is a 
vector of exogenous and/or predetermined variables2. The latter 
includes output Y and time trend t, which is a proxy of exogenous 
technological level3. 

The question is what is the proper specification of the cost 
function in terms of R&D? Research and extension have economic 
impacts that typically last for more than one period (Evenson, 2001). 
Accordingly, one can exclude that inherent services be in equilibrium 
and hence appear as variable input in the above cost function. 

A number of studies consider research activities exogenous; 
hence, likewise t, appearing among the elements of S. This setting, 
hardly tenable vis-à-vis private investors, seems more plausible when 
public institutions are involved (Kuroda, 1997; Mullen at al., 1996; 
Morrison and Siegel, 1997; 1998). Consequence is, however, that no 
adjustment to some notional equilibrium level is considered and hence 
no investment behavior can be inferred. 

Alternatively, R&D is an element of X≡(XP,  XR), where XR is 
public research and XP the vector of the remaining quasi-fixed inputs. 
This model ascribes a central role to relative prices: in the short run, 
they determine the demand of variable inputs and, via shadow prices, 

                                        
2 The cost function is linearly homogeneous, non-decreasing and concave in W, non-

decreasing in Y, non-increasing and convex in Z, non-negative, continuos and twice 
continuously differentiable in all its arguments. 

3
 Here, we follow the working assumption that the ex post output equals the ex ante 

unobserved output. This hypothesis has important consequences in terms of statistical 
consistency. Recently, Moschini (2002) has discussed the implications of the output 
endogeneity within the dual framework. 
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contribute towards explaining capacity utilization; in the long run, 
they determine optimal levels of quasi-fixed factors. The key-element 
is shadow price, which represents the marginal contribution of R&D 
to the reduction in variable cost (-∂G/∂XR = ZR).  

This assessment rises two questions. Firstly, who is going to 
carry on the adjustment implied by the difference between marginal 
and rental price of research capital. Private farmers, not bearing any 
direct cost for using services of public research, would demand them 
until the two prices equalize: ZR=PR=0 (Morrison and Schwartz, 
1996b). On the other hand, for public institutions social cost (price) of 
research activities is positive and expenditure decisions will be taken 
until ZR=PR>0 (Morrison and Siegel, 1997). In Italy most of 
agricultural research at experiment stations, universities and other 
research centers is public sector responsibility. Hence, it seems 
reasonable looking at variable cost (1) as behavioral equation of a 
social planner that considers both public and private inputs and invest 
in agricultural research so as to satisfy the long run envelope condition 
G+ZP'XP+ZRXR = G+PP'XP+PRXR. Within such a framework one can 
measure the discrepancy between actual and steady-state level of 
R&D stock (Harris and Lloyd, 1991).  

The second point concerns regularity conditions. Specifically, G 
has to be non-increasing and convex in R&D. In practice, while 
monotonicity (ZR=-∂G/∂XR>0) is usually satisfied, convexity is more 
problematic and more often than ever needs to be imposed4 While it is 
obvious to require convexity with respect to private inputs (Mamuneas 
and Nadiri, 1996; Nadiri and Prucha, 2001; Nadiri and Kim, 1996), 
we argue that the extension to public R&D (Mamuneas and Nadiri, 
1996) can be questioned. In fact, the implications of a wrong 
curvature when a public good is involved has never received much 
attention5. Nonconvexities caused by some public good still admitting 
                                        

4
 Sometimes, it happens that this property is also disregarded in discussing  results 

(Mamuneas and Nadiri, 1996;  Nadiri and Mamuneas, 1994; Morrison and Schwartz, 1996a; 
1996b) . 

5
 Mundlak (2000, 2001) emphasizes the role of those variables that are not under the 

farmers’ direct control but can still affect production performance. He refers to them as state 

variables stressing how, in aggregate production models with heterogeneous technologies, 



8 

price-taking competitive firms are unavoidable, at least according to 
those growth theorists whose work inspires this strand of literature 
(Romer, 1990). A non-rival and non-excludable public good, like 
public R&D, justifies nonconvexity of the production set in the form 
of aggregate increasing returns to scale but can also generate 
nonconvexities in the input requirement set, therefore increasing 
marginal returns (Varian, 1992). This possibility shouldn’t be ruled 
out in empirical analysis; nonetheless, it apparently creates a serious 
methodological problem.    

In principle, the dual representation of short run agricultural 
technology still maintains its validity when ∂ZR/∂XR>0. In this case, 
public knowledge stock is fixed and farmers can only change its 
utilization but not its level. Therefore, variable cost minimization is 
not influenced by nonconvexity of G with respect to public R&D. 
However, long-run equilibrium may become meaningless under 
nonconvexity. As mentioned, long run cost minimization would be 
achieved when ZR=PR . However, this holds only if ∂ZR/∂XR<0; 
otherwise, the cost minimizing agent (here the social planner) would 
indefinitely increase the level of R&D regardless its price.   

It must be reminded, though, that long-run level of public 
research is not necessarily cost minimizing. Under a binding budget 
constraint (e.g., total public expenditure for agriculture) and possible 
alternative uses (infrastructure, public education, etc.), provision of 
public research will not be driven by cost minimization. The social 
planner would rather allocate the fixed budget in such a way that Zi=P i 
for any alternative use i, where Pi is the social cost/price and Zi the 
social marginal returns. Meaning that the social planner will allocate 
total constrained expenditure so that social prices correspond to 
Lindhal prices (Varian, 1992, p. 426). These prices make the 
allocation Pareto optimal (Mas-Colell et al., 1995, p. 570). It has been 
shown that these Lindhal equilibria can exist also in economies with 
nonconvex production sets (Bonnisseau, 1991).  

Under Lindhal equilibrium, the aforementioned envelope 
                                                                                                                          
they can justify nonconvexities, though still admitting  profit maximizing or cost minimizing 
farms.  
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condition G+ZP'XP+ZRXR = G+PP'XP+PRXR remains valid since it 
accounts for private (farmers) cost minimization and public 
expenditure optimal allocation, at once. Therefore, ZR=PR retains its 
validity even when ∂ZR/∂XR>06. In this case, however, the implied 
investment behavior is not trivial and, somehow, counterintuitive. 
Firstly, in the long run we should observe ∂XR/∂PR>0. In the short run, 
when ZR>PR, the social planner will tend to reduce XR and hence we 
observe over-investment. On the contrary, if ZR<PR, there will be an 
incentive to increase XR, meaning a situation of under-investment. 
Thus, nonconvexity of G with respect to public R&D in the empirical 
analysis can be admitted, and consistently represented in conventional 
dual production models. However, something really changes in the 
underlying investment behaviour and, therefore, in the interpretation 
of under-investment hypothesis. This may affect other public research 
related issues as well.      
 

2.2. Public research bias and induced innovation 

The induced innovation hypothesis requires two distinct 
activities: production and invention. For induced innovation to hold, 
an input price increase should induce, besides the normal substitution 
effect, a reduction in the input use through a selective research 
activity; movement of (along) the Innovation Possibility Curve 
implies that resources have been devoted to R&D before any new 
input-saving production process is introduced (Ruttan, 1997). 
Therefore, it must be ∂lnXR/∂lnWj>0 and ∂lnVj/∂lnXR<0 so that 
d(lnVj)/d(lnWj)=(∂lnXR/∂lnWj)⋅(∂lnVj/∂lnXR)<0; that is 
d(lnVj)/d(lnWj)<0 as effect of the research activity (Chavas et al., 
1997; Esposti, 2000). These effects can be measured using 
conventional elasticity coefficients7. 

                                        
6
 Some recent works have also tried to explicitly analyse the consistency of the duality 

theory under nonconvex technologies and conditional on some quantity/budget constraint 
(Kuosmanen, 2001). These contributions show that duality may hold also under those 
conditions, though more research work on the theoretical ground is still needed.  

7
 The mentioned conditions stick to the original Hicksian formulation of the induced 

innovation hypothesis: “A change in the relative prices of the factors of production is itself a 
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Short run price elasticities are calculated as εih=∂lnVi/∂lnWh, 
with Σhεih=0, ∀i. Concerning scale and capacity induced impacts we 
have εiY = ∂lnVi/∂lnY, and εik=∂lnVi/∂lnXk, respectively. Shadow 
price responses are defined analogously, ϕkh=∂lnZk/∂lnWh, with 
Σhϕkh=1, ∀k. These parameters are interpretable as indirect measures 
of utilization: ϕkh>0, e.g., means that an increase in Wh brings about a 
positive change in Zk. Thinking of shadow price as marginal reward of 
desired stock, its increase materializes in a higher degree of utilization 
of the relevant asset. On the other hand, flexibilities, ϕkj=∂lnZk/∂lnXj, 
convey information on the long run behavior of quasi-fixed inputs, the 
pair being substitute (complement) when ϕkj<0 (ϕkj>0). 

In particular, if ϕRj>0 an increase in Wj brings about an increase 
of ZR, which can be interpreted as incentive to invest in research 
programs. The direction of this incentive, though, depends on the 
investment behavior that, in turn, influences the long run level 

∗
RX = ∗

RX (W,P,Y,t) since this optimal stock is obtained by equalizing 
shadow and market price (PR=ZR). 

Combining these elasticities provides information on the induced 
innovation hypothesis. If convexity holds, i.e. ϕRR<0 and 
∂lnX*

R/∂lnPR<0, ϕRj>0 stimulates an increase of research stock in the 
long run. Under nonconvexity, i.e. ϕRR>0 and ∂lnX*

R/∂lnPR>0, ϕRj>0 
goes in the opposite direction, i.e., a lower degree of utilization and 
hence a disincentive to invest. This is so because of the underlying 
public investor always aims at equalising PR and ZR, regardless the 
sign of ϕRR. In both cases, εjR indicates how the increase in the 
research effort actually and selectively affects the variable input use. 
The induced innovation hypothesis, thus, involves both private (input 

                                                                                                                          
spur to invent ion, and to invention of a particular kind – directed to economising the use of a 
factor which has become relatively expensive” (Hicks, 1932). However, it must be reminded 
that a full test of the hypothesis should not be restricted to the signs of the ment ioned 
elasticities. It would actually imply also testing for the causality relation between relative 
price changes, R&D investment and inputs use (Thirtle et al., 2002). Sings of elasticities are 
only necessary conditions for the hypothesis to be consistent with data; we mainly concentrate 
on this aspect.    
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use) and public (R&D investment) choices and the adjustment from 
short to long run: under convexity, if ϕRj>0 (consequently, 
∂lnX*

R/∂lnWj>0 in the long run) and εjR<0, then the induced 
innovation hypothesis is consistent in the j-th variable input case; 
under nonconvexity, induced innovation implies ϕRj <0 (so that 
∂lnX*

R/∂lnWj >0 in the long run) and ε jR=∂lnVj/∂lnXR<0. 

Finally, the flexibility ϕkj can help in assessing the induced 
innovation hypothesis in the case of conventional quasi-fixed inputs. 
Regardless convexity of G with respect to R&D (but still assuming 
convexity in conventional quasi-fixed inputs), ϕkR=∂lnZk/∂lnXR<0 
means that an increase of the R&D stock makes an investment for the 
k-th conventional stock less profitable. If also ∂lnXR/∂lnPk>0 in the 
long run, then the induced innovation hypothesis is consistent for the 
k-th stock. 

 

2.3.  Productivity growth decomposition 

In this model, the growth of the total factor productivity (TFP) 
can be decomposed into the exogenous technical change and the other 
determinants such as capacity utilization (Morrison and Diewert, 
1990), scale effects and R&D contribution (Morrison and Siegel, 
1998).  

Assuming perfect competition, Ohta (1974) showed that the dual 
technical change rate ( Ctε− ) equals the primal rate ( Ytε ) adequately 
corrected by a scale factor ( CYε ):  

 (2) YtCYi

i

i

iCYi

i

i

iCYCt

V

V
S

Y

Y

W

W
S

Y

Y

C

C εεεεε =−=++−=− ∑∑
•••••

 

where the dot indicates the time derivative, Si is the i-th variable 
input total cost share and εCY= ∂lnC/∂lnY, εCt=∂lnC/∂t, εYt=∂lnY/∂t.8  

When some input is quasi-fixed and the relevant stock is not at 
                                        

8
 Only under constant returns to scale, the primal and dual measures are equal in absolute 

value (if εCY=1, -εCt=εYt). 
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its long run level, equation (2) does not hold anymore. Economic 
measures of capacity utilization (CU) derive from the comparison 
between temporary and long run equilibria In particular, a dual 
indicator of this deviation is given by CU=C*/C, where C is total cost 
and C* is total shadow cost, i.e., total cost with quasi fixed inputs 
evaluated at their shadow prices. Under constant returns to scale, short 
run cost flexibility and CU coincide (Morrison, 1992): CU = 1-∑kεCk 
= εCY, where εCY=∂lnC/∂lnY and εCk=∂lnC/∂lnXk = (Wk-Zk)Xk/C are 
cost flexibility and utilization elasticity, respectively. Using the notion 
of shadow price, one can determine whether the stock Xk is in excess 
or falls short of the equilibrium level. In turn, over (CU>1) or under 
(CU<1) utilization will be prevailing depending upon the algebraic 
contribution of each εCk. If shadow and rental prices coincide 
(Wk=Zk), εCk=0, ∀k, and capacity is fully utilized (CU=1). 

When variable returns to scale and sub optimal utilization 
coexist, short run cost flexibility necessarily captures both effects. 
However, under homotheticity, one can spell the two components out: 
εCY= L

CYε (1-∑kεCk)=
L

CYε CU, here L

CYε = dlnC/dlnY = dlnXk/dlnY (∀k), 
i.e., all output elasticities of quasi-fixed inputs are the same and equal 
to the long run (inverse of) returns to scale, L

CYε . 

Again, however, whenever a public good, as public R&D, is 
involved and nonconvexity observed the calculation of CUC can be 
critical. As shown, under nonconvexity PR<ZR indicates shortage of 
XR (that is ∗

RX >XR) and vice versa when PR>ZR. Therefore, in the 
calculation of G+ZP'XP+ZRXR,  ZP and ZR (if ≠ P) provides opposite 
information about capacity utilization, eventually signalling 
overutilization (C*>C), for instance, when, in fact, is not.  Therefore, 
if nonconvexity is admitted, calculating CUC only with regard to the 
conventional (private) quasi-fixed inputs seems more appropriate.  

Equation (2) can be adjusted to have a correct measure of the 
short-run residual ∗− Ctε , thus separating the R&D contribution from 
the exogenous technical change (Morrison and Schwartz, 1996b): 

(3) 
k

k

k k

i

i

i iCYCt

X

X
S

V

V
S

Y

Y
•••

∗ ∑∑ −−=− *εε  
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where CXZS kkk /=∗ , is the k-th stock shadow share on the total 
cost.  

To make the contribution of R&D to productivity growth emerge 
clearly, we can combine (3) with the expression of εCY . Thus, the 
traditional (primal) total factor productivity growth measure can be 
disentangled as follows (Morrison, 1992):  

(4) 
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Equation (4) shows that the primal productivity growth )( Ytε is 
the algebraic sum of four distinct effects: the “real” exogenous 
technical change ( ∗− Ctε ), the “pure” long run scale effect, the 
disequilibrium effect due to conventional stock fixity and the 
disequilibrium effect due to R&D stock fixity9. Therefore, under long 
run equilibrium, εCk=0 ∀k, the primal measure corresponds to the dual 
measure10.   

3. Model specification 

Empirically, we depict G* by means of the Generalised Leontief 
(GL) form (Morrison, 1988), because it is flexible, in the sense of 
providing a second-order approximation to an unknown function at 
any given point (Diewert, 1976). The agricultural technology is 
described by an aggregate production function, with three variable 
inputs (inputs for animal productions VA, inputs for crops VC, and 
hired labor VL), three quasi-fixed factors (family labor XF, physical 
capital XK and public research XR) and the disembodied exogenous 

                                        
9
  This effect is independent of the convexity of G with respect to R&D.  

10
 See Morrison and Schwartz (1996b) for details. 



14 

technical change t. The model estimated is: 

(5)  

( )[ ]
[ ] 5,05,05,05,05,05,05,05,0

5,05,05,05,05,05,05,05,0
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For econometric implementation, a set of cost-minimizing 
variable input demands can be derived based on Shephard’s lemma. 
Here, optimal input-output coefficients are considered to reduce 
possible heteroskedasticity:  

(6) Vi /Y = (1/Y)∂G(.)/∂Wi + ui     (i = A,C,L) 

System (6) contains all the relevant parameters; hence, we 
needn’t provide an enlarged set of equations. However, greater 
efficiency in estimation can be gained by forcing more structure on 
the data, e.g., including additional information such as marginal cost 
or shadow value equations. The latter ones represent the potential 
reduction in variable cost from an additional unit of quasi-fixed input 
(-∂G/∂Xk = Zk). Variable returns to scale prevent from equating the 
residual measure of returns to multiple quasi-fixed inputs (PYY-G, 
where PY is output price) with shadow fixed cost, ∑FkZk  (Morrison, 
1988). So, for estimation purposes, we decided for the former 
alternative: 

(7) PY = ∂G/∂Y + uY 

Parameter estimates are obtained using iterative Zellner 
techniques11 under the typical assumption that ui and  uY vift are i.i.d. 
error terms. 

Based on estimated parameters and analytical expressions of 
derivatives, one can compute all the relevant measures concerning the 
technology of Italian agriculture. Moreover, we can calculate the 
marginal internal rate of returns (MIRR) to public research in the short 
run and compare it with the long run MIRR (Thirtle and Bottomley, 
                                        

11
 The command used is LSQ of TSP 4.5, whose option HETERO computes standard 

errors which are consistent even in the presence of unknown heteroskedasticity (White, 1980). 
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1989; Schimmelpfenning et al., 2000). The short run MIRR is 
obtained as follows: 

(8) ( )∑
=

− =
+

RL

n
n

RLtRn

IRR

Zw

0

, 1
1

 

where LR is the maximum length for research investment effects 
and wn is the weight of age/efficiency function over the LR period 
(Esposti and Pierani, 2002). In the long run, the marginal value equals 
marginal productivity, hence MIRR is derived as follows: 

(9) ( )∑
= −

−− =
+

RL

n
n

LtR

ntYRntn

IRRX

Yw

0 ,
*

,
*

1
1

ε
 

where ntntYR XY −− ∂∂= lnln *
,ε . 

4. Data  

Rental price of knowledge capital plays a major role in the 
depicted model (Morrison – Schwartz, 1996b). Firstly, the nominal 
R&D expenditure have to be correctly deflated to allow intertemporal 
comparison on a real base. This is the problem of the Investment Price 
Index (IPI), which has always to be calculated either when the R&D 
enters the model as exogenous shifter or quasi-fixed factor. Secondly, 
if research enters as quasi-fixed input and the social planner point of 
view is considered, the calculation of an appropriate R&D stock user 
cost (that is PR) is needed and it requires the construction of a Stock 
Price Index (SPI).    

The problem of the R&D IPI has been already raised in the 
literature. Many studies use the GDP deflator or the Consumer Price 
Index when no alternative index is available  (Morrison and Siegel, 
1997; Thirtle and Bottomley, 1989)12. However, it is largely 
acknowledged that the composition of research expenditure relevantly 
differs from the composition of national product. The use of the GDP 

                                        
12

  Using the GDP deflator as IPI for research is a frequent practice also in the official 
statistics, as in the Italian case (ISTAT, various years). 
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deflator can thus significantly bias the real R&D effort (Mansfield et 

al., 1983). A proper IPI has to be based on the actual composition of 
the R&D expenditure that can, in turn, change over sectors and over 
different kinds of research effort (basic, applied, developmental). 
Mansfield (1984; 1987) calculates an R&D IPI based upon a survey 
on 100 manufacturing firms; Nadiri and Kim (1996) uses the Jaffe-
Griliches R&D deflator for the US private non-farm business sector. 
However, these indices could not necessarily be adequate for 
agricultural sector and public R&D. Dealing with the public R&D 
capital, Nadiri and Mamuneas (1994) use the price deflator of 
government purchases of goods and services. For the agricultural 
public R&D, Pardey et al. (1989) and Bengston (1989) define a 
specific IPI based on the expenditures composition of the State 
Agricultural Experimental Stations.  

In this study we follow this general idea to estimate the specific 
IPI for the Italian public agricultural R&D expenditure composition13. 
By applying this R&D deflator, it emerges that the GDP deflator 
overestimates the real research investment increase: the average 
annual growth during the period 1960-1995 is 6,4% when the GDP 
deflator is used, while it is 5,1% with the IPI. This confirms previous 
results (Griliches, 1984; Mansfield 1984 and 1987). 

The SPI is affected by the IPI but does not coincide with it. In 
fact, the implicit R&D stock price at time t is the cost beard to hold 
one unit of stock in that year. This user cost is determined by three 
components (Caiumi et al., 1995; Nadiri and Kim, 1996): the 
opportunity cost of invested money, capital gains or losses caused by 
inflation, and capital depreciation. Jorgenson (1989) proposes, for 
physical capital, a specification of the user cost that can be written as 
follows: 

(10) SPIt = IPIt-1[rt - πt+ (1+πt)ρ t] 

where r is the interest rate, π is the expected capital gain (or loss) 
rate due to inflation, and ρ is the R&D stock depreciation rate. In 
equation (10), IPIt-1(rt-πt) expresses in real terms the opportunity cost 

                                        
13

 For the sake of space we skip the detailed procedure, which is available upon request. 
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of a unit of invested capital, while IPIt-1(1+πt)ρt is the depreciation 
corrected for inflation.  

The public agriculture R&D investment here considered include 
all the public expenditure (Government, Public University, Regions, 
and other public research institutions) and is described in Esposti and 
Pierani (2000). The R&D stock series (figure 1) have been calculated 
from the investment series using the parameters calculated in Esposti 
and Pierani (2002) where also the R&D stock depreciation rate is 
reported; this is also needed for the calculation of the user cost SPI 
(figure 1). Inflation and interest rates are taken from AGRIFIT. 
Finally, for the calculation of the IPI, the salary index for the R&D 
labor has been taken from Franco (1993), while the investment price 
index comes from AGRIFIT. The fixed weights among research 
sources and inputs have been taken from ISTAT (various years).  

Other information regarding conventional inputs is taken from 
AGRIFIT database on Italian agriculture (Caiumi et al., 1995). These 
data cover the period 1960-1995. 

5. Empirical implementation and discussion 

The estimated GL restricted cost function14 is monotonic in W 
and Y (non-decreasing) and the three stocks (non-increasing), concave 
in prices and convex in conventional quasi-fixed inputs at all sample 
points. Concerning knowledge stock, the estimated function is found 
to be convex only in a few years, while it violates the second-order 
property at the sample mean, which is the approximation point (Table 
3). The R2 goodness of fit varies between 0.87 for animal inputs 
demand and 0.99 for marginal cost equation. 

Table 1 assembles temporary equilibrium indicators. Since CU 

depends on utilization elasticities, the ratios between shadow and the 
rental price are also reported. Figure 215 clearly shows that Italian 

                                        
14

 Parameter estimates and approximated standard errors are reported in Appendix. 
15

 As mentioned in section 2.3, since ∂lnZR/∂lnXR>0, it is more appropriate to calculate CU 

taking into account only conventional quasi-fixed factors. However, considering also R&D 
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agriculture moves from over to under utilization around 1980, 
indicating some underlying structural adjustment in the production 
structure and investment strategy. Different behaviors characterize 
conventional quasi fixed inputs between periods. Physical capital 
moves from over to under utilization while family labor is always in 
excess, particularly in the second period. Therefore, both the constant 
decline of family labor and the constant growth of investment in 
physical capital in Italian agriculture can be interpreted as the 
adjustment to long-run levels. The adjustment is somewhat partial in 
the case of labor while, on the contrary, we observe over-adjustment 
in the case of capital. The different pattern of conventional stocks with 
respect to long-run equilibrium levels, eventually explain the overall 
CU indicating only a 7% excess of production capacity during the 
whole period. 

According to the price ratio, R&D stock partially follows the 
path of physical capital. However, due to nonconvexity 
(∂lnZR/∂lnXR>0) the interpretation is opposite. For public R&D stock, 
we observe underutilization (i.e. overinvestment) in the first subperiod 
and large overutilization (i.e. underinvestment) in the second one. The 
interpretation of this result derives from the underlying investment 
behavior. From a social point of view, if the social planner pursues a 
Lindhal equilibrium for the alternative uses of some given amount of 
public expenditure, the long run equilibrium is reached when 
ZR=PR>0, regardless convexity. Therefore, when ZR>PR and 
∂lnZR/∂lnXR>0, a reduction in XR is needed, that is over investment is 
observed.  This happens until the eighties, while the opposite holds in 
the last fifteen years. In any case, the ZR/PR ratio is, on average, 
evidently less than one (about 0.6) over the whole period indicating an 
overall underinvestment.  

Since G is monotonic (decreasing) with respect to R&D (i.e. 
ZR<0 over the whole sample), it follows that returns to research are 
positive16. Therefore, the MIRR can be correctly computed from 
                                                                                                                          

fixity would affect capacity measure very little due to the  low value of CRε .   

16
  Though this result may seem trivial, it must be noticed that negative returns are 

sometimes reported in the empirical literature (Alston et al., 2000). 
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equation (8) and (9) using estimated shadow prices and elasticities. 
The calculation is based on a 20-years maximum length of the 
research effects (Schimmelpfenning et al., 2000); therefore, data of 
period 1976-95 are considered. Table 2 clearly indicates that the 
returns computed with the short-run cost function is much lower than 
the hypothetical returns that would be observed under the long run 
equilibrium. The short-run measure is, indeed, the real observed return 
and is much lower than the average estimates reported in the literature 
(Alston et al., 2000). A 4,2% seems a plausible return if compared to 
other long-run investment; in fact, though the R&D expenditure could 
be considered as a risky one, the expected risk premium is probably 
low in the case of public expenditure compared to private investment. 
It must be also noticed that such a low return does not contrast with 
observed underinvestment. Conventionally, underinvestment is 
associated to high returns but this holds only when ∂lnZR/∂lnXR<0. In 
this case, since ∂lnZR/∂lnXR<0, having low returns is consistent with 
the incentive to increase the public R&D provision; when this happen, 
that is in the long run equilibrium, the hypothetical returns are actually 
higher, as expected.    

 

5.1 Demand elasticities and induced innovation 

Table 3 reports variable input and shadow price elasticities17. On 
the whole, input use is more responsive to scale of production than 
prices, so that short run changes in factor proportions mainly depend 
on output level. Own- and cross-price coefficients are accurately 
estimated and much smaller than unity, which imply a rather rigid 
structure. The direct responses of feeds and other inputs (including 
fertilizer) are comparatively low, indicating that the feeding strategy 
and hence the production of forage are, to some extent, fixed for a 
single production year. The own price elasticity of hired labor (-.44) 
shows a relatively higher degree of responsiveness. Cross effects show 

                                        
17 Given that results do not show marked variations, for the sake of space we discuss only 

sample mean estimates. In estimation, analytical derivatives and approximated standard errors 
are obtained through the TSP commands DIFFER and ANALYZ, respectively. 
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that hired labor substitutes for the other two inputs that, in turn, 
behaves as complement. 

The table also reports elasticities with respect to output and 
quasi-fixed inputs. Because of variable returns, scale elasticities do 
not resemble each other; e.g., a unit increase in output has a stronger 
effect on hired labor (1.8) and feeds (1.4), whereas other input is the 
least responsive (.4). Adjustment to capacity is mixed; however, it 
clearly emerges that the role of R&D on input demands is almost 
negligible if compared with capital stock and family labor. In 
particular, public research substitutes for both purchased feeds (-.01) 
and other inputs (-.03), which together make up more than 50% of 
variable costs (table 5), whereas is complement of hired labor (.01). 
Capital, which includes breeding livestock, and feeds are complement 
(.23); finally, family labor substitute for animal inputs (-1.61) and 
behaves as complement of other inputs (.28) and hired labor (.14), but 
this latter effect is not statistically significant at 90%. Most of these 
adjustments are modest and within the range of price effects, with few 
exceptions. 

For the symmetry relationships pertaining to the twice continuos 
differentiability of cost functions we have that quasi-fixed input 
demand elasticities and shadow price elasticities do share similar 
information18. E.g., since self employed farmers substitute for feeds, 
an increase of their market prices makes the marginal productivity 
value of family labor increase (more than proportionally) in the short 
run. The opposite holds with other input price and hired labor wage. 
Responses are normally higher for research capital. In particular, its 
quasi rent, and thus utilization, increases more than proportionally 
with other input price (1.95),  whereas wage (-1.71) has a negative 
impact. Finally, cross flexibilities seem to suggest R&D be 
complement with the other two quasi-fixed factors. 

Recalling non convexity of the estimated GL with respect to 
knowledge stock and relevant discussion, previous results seem to 

                                        
18

 Namely, ∂Vi/∂Xk=-∂Zk/∂Wi, which can be re-phrased in terms of elasticities as: εik=-
(ω*

i/ω*
k) ϕki, where ω*

i and ω*
k are the input shares on shadow cost C*, and ϕki gives the 

impact of W i on the quasi rent of stock k.  
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reject the induced innovation hypothesis for either variable or 
conventional quasi-fixed inputs. A tentative explanation is that public 
research bias may be driven by specific social and/or political 
objectives rather than market forces (Esposti, 2000); e.g., maintaining 
a significant amount of workers within the agricultural sector.  

Whether non convexity with respect to research has been already 
encountered in applied literature is difficult to say, as authors not 
always report on curvature properties of their estimated cost functions 
(Mamuneas and Nadiri, 1996; among others). In general, non 
convexity is  disturbing in that undermines micro foundations for the 
existence of an equilibrium (ZR=PR). As marginal returns are not 
decreasing, cost minimizers with unlimited resources would find 
convenient to invest in public R&D indefinitely. Notwithstanding, 
such an eclectic result may become sensible if one is willing to 
assume the existence of a social planner facing an expenditure 
constraint and aiming at an optimal allocation of her budget among 
alternative uses, which include agricultural research. 

 

5.2. Productivity growth decomposition 

Table 4 reports the decomposition of primal productivity growth. 
It appears that, in the whole period, variable cost has declined at 1.4% 
per annum, meaning that some productivity growth is still 
unexplained. Results also show that, when public research is among 
quasi-fixed factors, increasing returns to scale can prevail at the 
aggregate level; in fact, cost flexibility L

CYε varies between 0.7 and 0.8, 
meaning a scale elasticity of about 1.35. Increasing returns would 
attenuate the primal productivity growth measure Ytε . 

However, productivity decomposition is also affected by quasi-
fixed factor utilization.  As emerges from table 4, while the effect of 
R&D disequilibrium is negligible, much more relevant are the 
conventional stocks. In particular, considering the whole period, the 
physical capital eventually corrects the primal measure upward while 
family labor downward. Collecting all the components, the primal 
productivity growth turns out to be lower by 0.4% per year. 
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Generally, the advancement of knowledge manifests itself in a 
non neutral manner; such a bias is measured by the rate of change in 
factor proportions, Bi = ∂lnωi/∂t,∀i. Recalling that GL demand 
functions are expressed in terms of input level, it can easily be seen 
that: Bi = εit - εGt, where εit = ∂lnXi/∂t and εGt = ∂lnG(.)/∂t is the rate of 
reduction in variable cost over time. The semi elasticities εit’s are not 
independent of one another, in that εGt = Σiω iεit and, consequently, 
ΣiωiBi = 0. Technological change is defined to be input i-using (Bi>0), 
saving (Bi<0), or neutral (B i=0), depending on whether relative change 
in input i is larger, smaller or the same as the rate of cost reduction, 
respectively. When all inputs are affected equiproportionally, i.e., 
Bi=0,∀i, overall neutrality is implied. 

From table 5, the bias turns out to be relatively using of both 
other inputs (.028) and, to a lesser degree, hired labor (.008) and 
economizing in feeds and other animal inputs (-.041). The semi 
elasticities indicate that the advancement of knowledge has had 
statistically significant impacts on factor intensities, independently of 
both relative prices and scale adjustments. We normally expect the 
εit’s to be negative since their weighted sum equals εGt. However, 
some of them may well be positive. This is the case with other inputs 
(.014); while hired labor (-.006) and especially feeds (-.055) register 
negative rates of change. The complementarity (substitution) of hired 
labor (animal feeds) with knowledge stock is coherent with estimated 
biases. Results are at odds, instead, with other inputs, whose 
technological bias does not seem to be in accordance with the given 
R&D capacity (table 3). 

6. Concluding remarks  

This paper aims to analyse the role of the public R&D 
expenditure in the Italian agriculture with major reference to its long 
run equilibrium level and the consequent under (over) investment 
hypothesis, the interaction with the conventional private farm inputs 
and the contribution to productivity growth and returns to scale. The 
study uses an econometric model taking into account the public good 
nature of this input as well its endogenous long run optimal level. This 
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model allows to explicitly testing the hypothesis of over or under-
investment in public agricultural R&D by calculating an appropriate 
public research price index. The study would benefit from longer time 
series of public R&D investment and prices. Moreover, the 
appropriate calculation of the R&D stock price would require more 
detailed information about the sources and composition of the 
research spending. Further research effort in data analysis and 
construction is therefore needed. 

A critical point emerging from the empirical results is related to 
the public R&D investment behavior underlying the long run 
equilibrium levels. In particular, the short-run cost function here 
adopted is nonconvex with respect to public R&D making the usual 
long run minimisation assumption meaningless. However, from the 
theoretical point of view, nonconvexity is not a surprising result when 
a public good is concerned and other public investor’s behaviour 
could be actually admitted making the long run equilibrium still 
meaningful. Under this alternative interpretation, the Italian 
agriculture shows over-investment in public R&D in the sixties and 
seventies, while this investment becomes largely inadequate in the 
eighties and nineties. In any case, this is clearly an issue to which 
applied production analysts, from both theoretical and empirical 
ground, may wish to pay more attention in future research.    

The empirical evidence also suggests that, whenever the partial 
equilibrium in R&D stock endowment is admitted, the estimated 
returns are lower than 5%, thus much more plausible if compared to 
alternative investment with similar associated risk.  It also emerges 
that induced innovation hypothesis is not actually supported for any 
conventional input. Results confirm that public R&D stock contributes 
in generating increasing returns to scale at the sectoral level. 
Moreover, it is also possible to disentangle primal productivity 
growth. Even when the impact of the R&D expenditure, the scale and 
the capacity utilization effects are appropriately admitted and 
separated, there is still a significant space left to the exogenous time 
trend on both the cost reduction and inputs use. This result also 
indicates that other sources of agricultural innovations should be 
considered more in detail. In particular, intersectoral and international 
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spillovers, both private and public, could explain technical change 
besides (or together with) the national public agricultural R&D 
(Mamuneas and Nadiri, 1996). Some steps in this direction have been 
taken in analysing the Italian agriculture case (Esposti, 2002). 
However, so far, data available for spillovers calculation, do not allow 
long enough time series to be included in the model here adopted. 
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Table 1: Dual measures of capacity utilization by period 
(at the sample mean - approximated std. errors in parenthesis)  

Period 
 

CUC ZR/PR ZK/PK ZF/PF 

1960-81 1.038 
(.014) 

1.511 
(.093) 

1.502 
(.069) 

.926 
(.039) 

1981-95 .902 
(.007) 

0.414 
(.086) 

.765 
(.018) 

.769 
(.015) 

1960-95 .928 
(.013) 

.592 
(.089) 

1.155 
(.055) 

.635 
(.036) 

 

Table 2: Agricultural R&D marginal internal rate of returns (MIRR) under alternative 

hypotheses 

Hypothesis   MIRR(%) 

Short run  4.2 

Long run  170 

Mean of public and private (1772 estimates) 74 

 

Table 3: Variable input and shadow price elasticities 

 (at the sample mean – approximated std. errors in parenthesis) 
1960-95 WA 

 
WC WL XR XK XF Y 

Animal inputs 
(VA) 

-.311 
(.007) 

-.058 
(.001) 

.369 
(.009) 

-.010 
(.004) 

.230 
(.112) 

-1.613 
(.149) 

1.394 
(.170) 

Other inputs 
(VC) 

-.059 
(.001) 

-.328 
(.004) 

.387 
(.004) 

-.026 
(.004) 

-.156 
(.072) 

.280 
(.066) 

.429 
(.125) 

Hired labor 
(VL) 

.215 
(.029) 

.221 
(.030) 

-.436 
(.060) 

.013 
(.004) 

-.774 
(.098) 

.139 
(.094) 

1.758 
(.161) 

R&D 
(ZR) 

.760 
(.439) 

1.954 
(.449) 

-1.714 
(.766) 

1.497 
(.511) 

2.261 
(.643) 

1.287 
(.590) 

-1.423 
(1.132) 

Capital 
(ZK) 

-.184 
(.083) 

.122 
(.057) 

1.061 
(.080) 

.024 
(.005) 

-1.166 
(.155) 

-.115 
(.185) 

.648 
(.246) 

Family labor  
(ZF) 

1.468 
(.175) 

-.251 
(.059) 

-.217 
(.171) 

.015 
(.007) 

-.131 
(.209) 

-.408 
(.309) 

.397 
(.529) 
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Table 4: Productivity growth decomposition by period (at the sample mean) 

Period *
Ctε−  L

CYε  Family labor  Capital R&D εYt 

   εCF εCFεFY  εCK εCKεKY εCR εCRεRY   

1960-80 .020 .794 .023 .021 -.059 -.028 -.001 .000 .014 

1981-95 .014 .714 .045 .038 .050 .020 .002 .001 .012 

1960-95 .014 .797 .096 .081 -0.026 -.013 .002 .001 .010 

 

Table 5: Cost shares, technological biases and variable input rates of change 

 (at the sample mean - approximated std. errors in parenthesis) 
 ωi Βi εit 

Animal 
inputs 

.270 
(.021) 

-.041 
(.005) 

-.055 
(.005) 

Other 
inputs 

.266 
(.014) 

.028 
(.003) 

.014 
(.003) 

Hired labor .464 
(.036) 

.008 
(.003) 

.006 
(.004) 

Weighted 
sum 

1 0 -.014 
(.001) 
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Figure 1: Public agricultural R&D stock in Italy (billions of 1985 Italian Lire) and 
user cost 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Dual capacity utilization (at the sample mean) 
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Appendix  

Parameter estimates of the GL variable cost function 

Parameter Estimate Std. Error Parameter Estimate Std. Error 

      
αAA 0.8837  0.1492 δCF 0.0357 0.2158 

αAC -0.0380  0.0132 δCK -0.2347  0.0515 

αAL -0.0022 0.0278 δCR 0.0817  0.0282 

αCC 0.3739  0.1906 δLF 0.2246 0.2241 

αCL 0.0727  0.0155 δLK -0.4022  0.0555 

αLL 0.6887  0.2080 δLR 0.1820  0.0346 

δAt -0.0470 0.0939 γFt -0.0961 0.0727 

δCt 0.0582 0.1033 γKt 0.0633  0.0158 

δLt -0.1481 0.1110 γRt -0.0069 0.0098 

δAY -0.0009  0.0003 γFY 0.0000 0.0002 

δCY -0.0003 0.0004 γKY 0.0003  0.0001 

δLY 0.0003 0.0004 γRY -0.0002  0.0001 

γtY -0.0001  0.0001 γFF -0.0290 0.0848 

γtt -0.0237 0.0221 γFK 0.0077 0.0196 

γYY 0.0001  0.0000 γFR -0.0202  0.0093 

δAF -0.4403  0.2126 γKK 0.0244  0.0049 

δAK -0.1901  0.0482 γKR -0.0124  0.0025 

δAR 0.1380  0.0227 γRR -0.1202  0.0144 

      

Std. errors computed from quadratic form of analytic first derivatives (delta method). 
Glossary  of parameter subscripts: A = animal inputs, C = other inputs, L = hired labor, 

Y = output, t = trend, F = family labor, K = capital, R = R&D 

 

 

 

 
 

 


