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1. Introduction and Background 

Over the past 40 years, more than 30 major blackouts worldwide were related to voltage instability and 
collapse. Among them, at least 13 voltage-related blackouts happened in the United States, including two 
major blackouts in the Western Interconnection in 1996 and a wide-scale blackout in the Eastern 
Interconnection in 2003. Several times, the blackout investigation teams indicated the need for on-line 
power flow and stability tools and indicators for voltage performance system-wide in a real-time. These 
recommendations are not yet completely met by the majority of US power system control centers.  The 
gap between the core power system voltage and reliability assessment needs and the actual availability 
and use of the voltage security analysis tools was a motivation to come forward with this project. The 
project aims to develop state-of-the-art methodologies, prototypes and technical specifications for the 
Real-Time Voltage Security Assessment (RTVSA) tools.  These specifications can be later used by 
selected Vendors to develop industrial-grade applications for California Independent System Operator 
(CA ISO), other California Control Area Operators, and utilities in California. 
 
Currently CA ISO’s real time operations do not have a real-time dispatcher’s Voltage Security 
Assessment tool and corresponding wide-area visuals to effectively manage the voltage and VAR 
resources on the transmission system and to identify the following: 
 
� Voltage security margin calculation 

� Worst-case contingencies leading to voltage collapse  

� Abnormal reductions of nodal voltages  

� Contingency ranks according to a severity index for system problems 

� System conditions with insufficient stability margin 

� Weakest elements within the grid  

� Controls to increase the available stability margin and avoid instability 

 
The objectives of this report are to present a comprehensive survey of algorithms available worldwide for 
the purpose of performing voltage security assessment, make recommendations on the most appropriate 
techniques, and describe a framework along with the algorithms that have been included in the prototype 
RTVSA tool.  
 
The California Energy Commission (CEC), with input from CA ISO, requested an initiative to explore 
better avenues to optimize utilization of the existing transmission. As the first step to achieve this 
objective, Consortium for Electric Reliability Technology Solutions (CERTS)/Electric Power Group (EPG) 
formulated a survey to reach out to experts in this field for comments, information, suggestions, and 
recommendations. The choice of the PSERC (Power Systems Engineering Research Center) engine as a 
basis for building the VSA prototype was motivated by the results of the survey (described in Section 4). 
The algorithmic details can be found in Section 5. 
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2. Existing VSA Methods 

Voltage instability and voltage collapse are complicated phenomena that depend on the interactions of 
multiple system components and power flow parameters including generators, excitation control and over 
excitation protection, voltage regulators, reactive power sources, components of the  transmission and 
distribution system, such as switching capacitors, under load tap changers, static VAR compensators 
reaching reactive power limits and loads, such as induction motors, thermostats, manual activities that 
respond to the decaying voltage and attempt to restore the load to its original demand in spite of decaying 
voltage and other static and dynamic load characteristics. It is necessary to distinguish large-disturbance 
voltage stability, vulnerability to cascading events, and small disturbance voltage stability. 

� Large-disturbance voltage stability deals with the system ability to maintain voltages after such 
disturbances as generation trips, load loss, and system faults. It is analyzed by modeling long-term 
system dynamics. Large-disturbance voltage stability is analyzed by solving a set of nonlinear 
differential or algebraic equations (time domain simulations or numerical solution) [1], [33]. The 
system is considered voltage stable if its post-transient voltage magnitudes remain limited by certain 
pre-established reliability limits (5-10% depending on the severity of disturbance).  

� Cascading voltage collapse can be caused by a sequence of power system changes, as for example, 
when groups of induction motors stall in succession or when a series of generator reactive power 
limits are reached in succession. For cascading events, the NERC (North America Electric Reliability 
Council) and WECC (Western Electricity Coordination Council) reliability criteria require the grid 
planners to evaluate their risk and consequences [27]. There are just a few techniques developed to 
assist in understanding or simulating cascading collapses - see [42] for example. The main approach 
seems to be working out the sequence of events of each individual cascading outage with assistance 
from simulations. The more advanced time domain simulations can reproduce cascading outages. 
[31] 

� Small-disturbance stability is concerned with the ability of the system to control voltages following 
small perturbations or gradual change of parameters such as system load. This type of steady state 
stability is analyzed by linearizing nonlinear differential equations at a given operating point [1].  
Because of the fact that linear differential equations can be solved analytically, there is no need to 
solve them numerically. There are many methods to check stability of the linearized system without 
solving it, that is, by analyzing the matrix of its coefficients J (small-signal stability matrix or system 
Jacobian matrix

1
).  The most commonly used approach here involves computing the so-called 

eigenanalysis of matrix J [1]. The system is asymptotically stable (has positive damping) if all 
eigenvalues have negative real parts (are located on the left hand side of the complex plane). It is 
unstable otherwise (has negative damping). Eigenvalues � are solutions of the characteristic equation 
det(J – �I) = 0, where I is the identity matrix. Alternatively, the eigenvalue problem can be rewritten as 
follows: (J – �I)R =0 or (J

t
 – �I)L =0, where nonzero vectors R and L are the right and left 

eigenvectors, and t is the symbol of matrix transposition.  

 
The WECC Voltage Stability criterion mandates P-V and V-Q studies as the main approaches to analyze 
voltage stability margins [24]. 

P-V plots represent the load vs. the voltage of a selected bus. The load is defined as the bus load or the 
total load in an area or the system. P-V curves are calculated using the power flow solutions by step-by-
step increasing the loads. The “nose point” of the curve corresponds to the maximum power which can be 
delivered to the load. The bus voltage at this point is the critical voltage. If the voltage of one particular 
bus approaches the nose point faster compared to the other buses, it is assumed that the system voltage 
stability margin is limited by this bus.  

V-Q plots represent the bus voltage vs. reactive power of the same bus. To obtain the curve, a particular 
bus is assumed to be a voltage controlled bus. A series of power flow simulations are performed for 

                                                
1 The Jacobian matrix of a set of n equations in n variables is an n × n matrix of partial derivatives whose entries are the derivatives 
of each equation with respect to each variable. 
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various values of the bus voltage and the corresponding needed reactive injection. The V-Q curves are 
obtained by plotting the reactive power injection versus the voltage.  

V-Q sensitivity analysis is conducted by linearizing the power flow problem and assuming that the active 
power injections are constant. The linearized system is reduced by eliminating voltage angle increments, 
and the resulting expression links voltage increments with the reactive power increments. The diagonal 
elements of the inverse reduced Jacobian matrix are sensitivities of the nodal voltages with respect to 
reactive power injections at the same buses. Large sensitivity indicated reduced stability margin. Negative 
sensitivity indicates instability. 

Q-V modal analysis is based on the analysis of eigenvalues of the reduced Jacobian matrix. The 
magnitude of the eigenvalues gives the relative measure of the proximity to instability. When the system 
reaches instability, the modal analysis is helpful in identifying the voltage instability areas and elements 
which participate in each instability mode (eigenvalue). 

Bus participation factors determine the buses associated with each stability mode. The size of bus 
participation factor indicates the effectiveness of remedial actions in stabilizing the corresponding mode. 
Branch participation factors (calculated for each mode) indicate which branches consume the most 
reactive power in response to an incremental change in reactive load. Generator participation factors 
indicate which generators supply the most reactive power in response to an incremental change in 
reactive power loading. 

There is a huge interest and variety of methods for the voltage stability/security analysis. Universities, 
R&D organizations, individual developers and some vendors propose dozens of different promising 
methods and their modifications. At the same time, the industry has accepted just a few of these 
approaches as standard methods (i.e., the most traditional approaches such as P-V and V-Q simulations, 
and transient stability time-domain simulations), leaving the rest of the variety as purely experimental or 
supplementary tools. The degree of interest to the new VSA tools in the industry vary from one place to 
another, in some instances it is minimal. This is an unfortunate fact having in mind the importance of the 
voltage stability/security problem, the existing danger of massive voltage collapses in the U.S. power 
grids, and the lack of applications such as real-time tools actually used by the industry. One of the 
objectives pursued by this report is to analyze existing methods, and suggest some of them as state-of-
the-art real-time VSA technologies for implementing them at the California ISO, other control areas, and 
utilities.   

The first paper related to voltage instability apparently appeared in 1968 [32], [40]. Since then, numerous 
approaches for voltage stability assessment have been suggested. In this section, we will outline the 
techniques using the static voltage stability models with the emphasis on the saddle node bifurcations. 

 

2.1. Stressing Algorithms in a Specified Loading Direction 

 
Step-by-step loading: Traditional power flow calculation methods, such as Newton-Raphson method, are 
not capable of determining the voltage stability boundary point directly and accurately. They diverge 
before the point of collapse is reached. The idea of the step-by-step loading is to exploit the quadratic 
convergence of the Newton-Raphson method in the vicinity of a solution. The procedure starts from a 
balanced power flow by incrementing the nodal power injections in a specified stress direction using 
some initial step size. If the Newton-Raphson method converges, the increment is repeated. In case of 
divergence, the step is divided by two, and by doing so, the next solution point is brought closer to the 
solution already found along the loading direction. The procedure stops when the step size becomes 
smaller than some specified accuracy. This method allows the use of detailed power system model 
including an accurate modeling of equipment limits (such as generator capability limits, switching 
capacitor limits, transformer tap changer limits, and others) and discrete controls (such as transformer 
and switching capacitor steps). Computational divergence is not the best criterion to determine the point 
of collapse since it can be caused by different reasons. [46-48][64].  

Step-by-step loading with the analysis of a static small-signal stability criterion:  In this method, instead or 
in addition to the power flow divergence criterion, the determinant (or an eigenvalue with the maximum 
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real part, or the maximum singular value [65], or the distance between closely located power flow 
solutions [66]) of the small signal stability matrix J is calculated at each loading step. The moment when 
the determinant of J changes its sign is considered as the saddle node bifurcation point. This approach 
also helps to determine the small-signal stability boundary points corresponding to the saddle node or 
Hopf bifurcations if these points are met before the power flow feasibility boundary is reached [46]. 

Permanent or continuous loading: This technique uses the Matveev’s method for solving the power flow 
problem [49]. It has been shown that the Matveev’s numerical method always converges to a solution or 
to a point where the power flow Jacobian matrix is singular. The permanent loading (or continuous 
loading) algorithm [50] exploits that characteristic of the method. In this approach, the loading parameter 
is set large enough to make sure that the power flow problem does not have a solution (the point is 
outside of the power flow feasibility boundary in the parameter space). Beginning from the operating 
point, Matveev’s method starts to iterate producing the sequence of points. Approaching the boundary, 
the step size becomes smaller and smaller. Finally, when the step size becomes small enough and the 
process is stopped in the vicinity of the power flow feasibility boundary. Due to linearization, the final point 
is not exactly the point, where the stress vector intersects the power flow feasibility boundary. To 
eliminate this deviation, a modification of the permanent loading procedure is proposed [51], [52]. In this 
modification, the permanent loading steps play a role of a “predictor”. If the iterative process deviates too 
much from the loading direction, a “corrector” step is performed.  Alternatively the permanent loading 
process is continued to the point of singularity, and only then the “corrector” step is implemented. This 
approach is one of the most commonly recognized and frequently used techniques in the industry.  

Parameter continuation predictor-corrector methods are the most reliable power flow methods capable of 
reaching the point of collapse on the power flow feasibility boundary. The addition of new variables, called 
continuation parameters, determines the position of an operating point along some power system stress 
direction in the parameter space. The predictor step consists of an incremental movement of the power 
flow point along the state space trajectory, based on the linearization of the model. The corrector step, 
which follows each predictor step, consists in the elimination of the linearization error by balancing the 
power flow equations to some close point on the nonlinear trajectory.   

Direct methods for finding the PoC in a given direction combine a parametric description of the system 
stress, based on the specified loading vector in the parameter space and a scalar parameter describing a 
position of an operating point along the loading trajectory and the power flow singularity condition 
expressed with the help of the Jacobian matrix multiplied by a nonzero right or the left eigenvector that 
nullifies the Jacobian matrix at the collapse point. Unlike the power flow problem, this reformulated 
problem does not become singular at the point of collapse and can produce the bifurcation point very 
accurately. In principle, the direct method allows finding the bifurcation points without implementing a 
loading procedure. There is however, a problem of finding the initial guesses of the state variables and 
the eigenvector that may be resolved by initial loading the system along the stress direction. By doing so, 
the initial guess of state variables can be obtained. To evaluate the initial guess for the eigenvector, the 
Lanczos or inverse iteration

2
 methods can be applied to calculate the eigenvector corresponding to the 

minimum real eigenvalue [58]-[63]. 

Optimization methods are based on maximization of a scalar parameter describing the position of an 
operating point along the loading trajectory subject to the power flow balance constraints. The maximum 
point achieved by the approach corresponds to the point of collapse met on the selected stress trajectory. 
The solution of this constrained optimization problem is determined by the Karush-Khun-Tucker 
conditions

3
 that produce a set of equations similar to the ones used in the direct method in its variant 

employing the left eigenvector; Lagrangian multipliers
4
 of this problem actually is the left eigenvector 

                                                
2
  Recommended algorithms for computing eigenvector and eigenvectors of the Jacobian matrix. A description of the inverse   

iteration method is also given in Section 5.5. For more information and references see Eric W. Weisstein. "Lanczos Algorithm."  
From MathWorld-A Wolfram Web Resourcehttp://mathworld.wolfram.com/LanczosAlgorithm.html 

3
  The Karush-Khun-Tucker conditions define properties of a constraint optimization problem solution that can be used to find the  

    optimal point without performing an optimization procedure – see Eric W. Weisstein. "Kuhn-Tucker Theorem." From MathWorld-- 
    A Wolfram Web Resource. http://mathworld.wolfram.com/Kuhn-TuckerTheorem.html 
4  

Lagrangian multipliers are variables that help to present a constraint optimization problem an unconstraint optimization problem 
under certain conditions – see Eric W. Weisstein. "Lagrange Multiplier." From MathWorld--A Wolfram Web Resource. 
http://mathworld.wolfram.com/LagrangeMultiplier.html 
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nullifying the power flow Jacobian matrix at the point of collapse. The collapse point can be found directly 
by solving the set of equations, which is very similar to the direct method, or by applying an optimization 
method such as the interior point method

5
 or an alternative AEMPFAST optimization

6
 procedure that is 

proven to be able to get very close to the point of collapse of concern [56], [67], [68]. 

Approaches analyzed in this section assume that the system stress directions are known and reflect 
some typical load and generation patterns. In the market-driven systems, the generator dispatches are 
based on their energy bids and transmission congestion, and they may be very different from one 
dispatch interval to another. Therefore several system stress directions may need to be separately or 
jointly considered. 
 

2.2. Stressing Algorithms in the Most Critical Direction 

 
Methods for finding the PoC (Point-of-Collapse) in the most critical direction employ the same ideas as 
the direct methods. The difference is that the stress direction in the parameter space is not fixed, and an 
additional condition requiring that the system stress vector will be a perpendicular vector with respect to 
the power flow feasibility boundary at the point of collapse is applied. This direction is called the critical 
direction determining the shortest distance to instability. The critical direction coincides with the direction 
of the left eigenvector nullifying the power flow Jacobian at the closest point of collapse [59], [70]-[73], [1]. 

By applying this approach, one can evaluate the worst case stress direction and the corresponding critical 
voltage stability margin for a given operating point in the parameter space. This is, of course, very useful 
additional information for the VSA purposes. At the same time, there are some potential problems with 
this technique that need to be addressed in practical calculations: 

• The critical loading direction might be unrealistic or unlikely. 

• Due to the nonlinear shape of the power flow feasibility boundary, besides the critical directions, 
some sub-critical system stresses with a comparable voltage stability margin might be observed [74]. 
In this situation, the critical loading direction does not provide a sufficient characterization of the 
voltage stability margin. 

• The sub-critical stress directions correspond to the local minima of the distance to instability metric. 
By applying the method, it is hard to tell whether the result corresponds to the global or local 
minimum, what the other directions are and how many of them exist. 

Parameter continuation methods for exploring power flow feasibility boundary. The robust predictor-
corrector procedure can be successfully applied to explore the entire structure of the power flow feasibility 
boundary. Points on the solution boundary are described in the same way it is done in the direct method: 
using the power flow equations together with an equation which forces the power flow Jacobian to be 
singular. Contours describing the boundary are obtained by freeing two parameters of the system and 
following these contours [83]. 

High-order methods to follow the power flow feasibility boundary. The Newton-Raphson method is based 
on linearization of the power flow equations at each iteration. The high order method is a generalization of 
the Newton-Raphson method involving nonlinear terms of the Taylor series expansion [84]. It can be also 
considered as a parameter continuation technique. The method provides reliable solution of nonlinear 
algebraic problems up to points of singularity; convergence to a singular point if it occurs on the way of 
the iterative process; almost straight line motion of the iterative process in the space of power flow 
mismatches; and retention of zero mismatches. Once an initial point on the power flow feasibility 
boundary is found, further exploring of the boundary can be done by changing the stress vector in the 

                                                
5
  The interior point method is a linear or nonlinear programming method that achieves optimization by going through the middle of 

the solid defined by the problem rather than around its surface - see Eric W. Weisstein, "Interior Point Method." From MathWorld--
A Wolfram Web Resource. http://mathworld.wolfram.com/InteriorPointMethod.html 

6
  The AEMPFAST algorithm is a trade secret of the Optimal Technologies, Inc. The AEMPFAST software was extensively tested  

    and evaluated by the California ISO. More information on the AEMPFAST can be found in [69].  
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direction of interest and applying the direct method for exploring the boundary. Since the singularity 
equation J*R is equal to zero at the initial point, the high order method keeps it near zero during the 
iteration process; this means that the solution point is automatically kept on the power flow feasibility 
boundary [85].  The advantages of the analyzed techniques are that they do not require repeating the 
loading process and calculating multiple interior points of the voltage security region many times to reveal 
parts of the power flow feasibility boundary.  

 

2.3. Approximation Techniques for Security Regions 

 
Hyperplane and quadratic approximations of the security region: One of the important problems that 
power system analysts and operators face when they use the concept of the power system security 
region is the problem of description of the security region’s boundary. The simple tabular description is 
not adequate to the purposes of visualization and practical use by system operators and in the automated 
VSA systems. There is a need of an analytical description and/or approximation of the boundary. The 
analytical description usually means the use of linear or nonlinear inequalities applied to a certain number 
of critical parameters such as power flows, load levels, voltage magnitudes, etc.; if all inequalities are 
satisfied, the analyzed operating point is considered to be inside the security region; if any of the 
inequalities is violated, the point is considered to be outside the security region. The approximation 
means a sort of interpolation between the boundary points obtained by any of the methods considered in 
this section. It can be used as a part of the analytical boundary description (for the automated VSA 
systems), or separately for the purposes of visualization. The simplest approximation uses linear 
inequalities. The first known use of the approximation ideas was apparently related to the operating 
nomograms – see [78] for more details. The operating nomograms are usually represented visually as 
piecewise linear contours on a plane of two critical parameters. If three critical parameters are involved, 
the nomogram is represented by a number of contour lines; each of them corresponds to a certain value 
of the third parameter. It becomes difficult to visualize a nomogram for four or more critical parameters. 
The natural extension of the linearized stability nomograms for three or more critical parameters is based 
on the use of hyperplanes - the planes that are defined in the multidimensional parameter space as 
approximations of the stability boundary. These efforts are described in [80] (voltage stability boundary 
approximation), [82], [87], [88] (transient/dynamic stability boundary approximation), and other works. 

In Russia, in a number of emergency control algorithms, a nonlinear approximation was successfully used 
to provide an analytical description of the stability boundary [89]. These approaches employ quadratic 
inequalities. The inequalities are applied to the nodal power injections, cutset power flows, and other 
parameters. The coefficients of these inequalities are pre-calculated offline based on multiple time 
domain or steady-state stability simulations. 

The hyperplane and quadratic approximations have a number of significant advantages: 

• They allow to quickly analyze the stability margin in real time 

• Due to their formal mathematical nature, they allow to simultaneously consider thermal, voltage 
stability, transient stability and other constraints within the same framework. 

ANN-based techniques [20], [78], [87], [90]-[98]: The idea behind the techniques based on the artificial 
neural networks is to select a set of critical parameters such as power flows, loads, and generator limits, 
and then train an ANN on a set of simulation data to estimate the security margin. The ANN model de 
facto provides an approximation of the stability boundary. The advantages of the ANN models include 
their ability to accommodate nonlinearities and they are very fast while performing in real time. At the 
same time, there are difficulties associated with building the training datasets and ANN training. 

 

Pattern recognition methods establish a relationship between some selected parameters and the location 
of the system operating point with respect to the stability boundary [14,15]. Initially, training sets of stable 
and unstable operating points are generated, and a space reduction process is applied to reduce the 
dimensionality of the system model. Then the classifier functions (decision rules) are determined using 
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the training set. This function is engaged in real time to determine the stability margin of a given 
contingency [20], [99], [100]. 

 

QuickStab algorithm is an alternative method to quickly and approximately evaluate the voltage stability 
margin in a given loading direction. The idea of this technology was originally developed by Paul Dimo. It 
includes the voltage stability practical criterion dQ/dV < 0 and Dimo’s network nodal equivalents (so called 
Zero Power Balance Networks or REI

7
 equivalents). Dimo’s finding is that under certain modeling 

assumptions the practical stability margin can be expressed as a straightforward formula applied to the 
nodal equivalents [101], [102]. 

 

2.4. Other Techniques 

 
Delta-plane method [113] is a new robust method for finding the power system load flow feasibility 
boundary on the plane defined by any three vectors of dependent variables (nodal voltages), called the 
Delta-plane. The method exploits some quadratic and linear properties of the load flow equations (X-ray 
theorem, [114]) and the power flow Jacobian written in rectangular coordinates. An advantage of the 
method is that it does not require an iterative solution of nonlinear equations (except the eigenvalue 
problem). Besides benefits of direct calculation of the power flow feasibility boundary points and 
visualization, the method is a useful tool for topological studies of power system multi-solution structures 
and stability regions. A disadvantage is that although the method works accurately in the state space, a 
mapping of its results into the parameter space is not a straightforward and accurate operation. 

Hypercomplex power flow extensions allow reformulating the power problem so that the Jacobian matrix 
of the reformulated problem becomes non-singular along the power flow feasibility boundary so that the 
boundary can be explored using conventional numerical methods. A technique developed in Russia

8
 uses 

a combination of the complex and complex conjugate power flow equations along with the assumption 
that the complex and complex conjugate values of nodal voltages are independent variables. A similar 
technique developed in Ukraine assumes that the active and reactive components of the nodal voltages 
are complex numbers. 

 

There is a progression from one-directional methods estimating the voltage stability margin in a specified 
direction to multi-directional methods evaluating the distances to instability, and further from the multi-
directional methods to the methods exploring the entire voltage security region in the parameter space. In 
the market-driven systems, where the generation dispatches vary, the interactions between the various 
stresses can be accounted for by sensitivity methods or multi-directional and voltage security region 
techniques. The use of power flow existence criterion bears a potential danger of overestimating the 
actual voltage security margin in situations where the saddle node bifurcation, Hopf bifurcation, or 
transient stability conditions are violated before the power flow equations become inconsistent. Due to 
this consideration, the state-of-the-art methodology should be based on more precise voltage stability 
criteria.   

 

                                                
7
 REI – Radial Equivalent Independent 

8
 By A. M. Kantorovich 
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3. Overview of Existing Tools 

P-V and V-Q simulation capabilities are provided by almost all industrial-grade VSA tools including ABB-
VSA, PSS/TPLAN (Siemens), VSAT (Powertech), VSTAB (EPRI) and other applications as described in 
this section. An overview of voltage security assessment is provided below.  

 

3.1. Off Real Time Tools 

 
ABB Voltage Security Assessment (ABB-VSA): This application computes the voltage collapse P-V 
curves and critical operating MW limit for increasing loading condition both for the real time network 
condition as well as for worse contingencies

9
.  In addition to the prediction of this critical point, ABB-VSA 

determines the set of weakest load flow buses in the system that exhibit the worst voltage drops, thus 
contributing to voltage collapse. 
 
PSS/E Version 30 (Siemens) includes an additional fully automated feature that allows user to determine 
real power transfer or load level limit using P-V analysis or determine reactive margin with V-Q analysis. 
For the automatic contingency analysis, the TPLAN non-divergent power flow is used. For the automatic 
P-V and V-Q analyses, the IPLAN language

10
 script is used. For the post-contingency P-V and V-Q 

analyses, the Inertia/Governor Load Flow algorithm is used. In this algorithm, the speed governor action 
is modeled, as well as all automatic actions controlling voltages and frequency in the zero to three minute 
time frame. 
 
VSAT (Powertech Labs, Inc.): The Powertech voltage security software provides the following 
capabilities: contingency analysis based on voltage security margin; transfer limits calculation between a 
source and a sink and between any 3 sources/sinks, voltage level, reactive power, and thermal limits; P-V 
and V-Q analyses; modal analysis, and remedial actions. Powertech has also developed a near real time 
application of the DSA Tools described below. 
 
VSTAB, Version 5.2 (EPRI): VSTAB uses power flow based steady-state techniques for stability analysis. 
VSTAB automates contingency analysis and conducts P-V and V-Q simulations. VSTAB also performs a 
modal analysis by calculating smallest eigenvalues. 
 
NEPLAN – Voltage Stability (BCP Busarello+Cott+Partner Inc., Switzerland): NEPLAN software 
implements V-Q analysis, P-V analysis, V-Q sensitivity analysis and modal analysis functionalities. 
NEPLAN – Voltage Stability helps to identify weak buses, areas, and branches, voltage sensitivity and 
voltage stability indices. The tool also allows selecting measures to increase voltage stability margin.   
 
WPSTAB (National Technical University of Athens, Greece) is designed for the purpose of a long-term 
voltage stability and contingency evaluation. WPSTAB uses the Quasi Steady State approach based 
upon the time-scale decomposition of power system dynamics and a simplified representation of short-
term dynamics, when focusing on long term phenomena. This program is used for the in-depth voltage 
stability analysis in the European Union OMASES project. 
 

3.2. Real Time Tools 

 
ABB’s PSGuard: PSGUARD is a phasor measurement based platform that extends the basic functionality 
of Wide Area Measurement Systems to include real-time voltage stability assessment capability across 
key transmission corridors solely based on local measurements. It does this by estimating the amount of 

                                                
9
  R. Masiello, “Utilities Must Leverage Existing Resources and Upgrade Technology to Avoid Future Blackouts”, Electric Energy 

T&D Magazine, pp. 44-47.  May/June 2004. 
10

 The IPLAN language is used to control the host PSS/E program. 
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additional active power that can be transported on a transmission line or corridor without jeopardizing 
voltage stability. 
 
Online application of DSA Tools (Powertech Labs, Inc., Canada): It conducts near-real-time security 
assessment based on the state estimator output. The DSA package runs voltage, transient, and small-
signal analyses. The tool identifies violations, transient voltage and frequency dips, critical contingencies, 
and required remedial actions. Simplified analytical techniques are not used. The Powertech software can 
be integrated with the Energy Management System (EMS).  
 
EPRI CAR Project: The Community Activity Room (CAR) describes the static security region calculated 
using a full AC power flow model or a linearized DC power flow model. The CAR uses the MW power 
injections at each bus as the independent variables and expresses the line flows through these variables. 
This eliminates the intermediate step of computing bus voltages and angles as would normally be 
required to solve a load flow. With the direct equations relating line flows to bus injections, it is then 
possible to express the line flow inequality constraints as functions of bus injections. The Community 
Activity Room’s boundary is defined to be the intersection of all sets of constraints for the normal system 
topology and for all single branch contingency conditions. The CAR boundaries can be described using 
either deterministic or probabilistic approaches. The Community Activity Room can be used for online 
monitoring. 
 
QuickStab (Energy Consulting International, Inc.): QuickStab provides a quick evaluation of the maximum 
loadability for a user-specified security margin. It also helps to identify generators and inertias that may 
cause instability. QuickStab has been integrated with EMS/SCADA systems as a real time tool. 
 
ASTRE (University of Liège): The ASTRE software solves the base case, stresses the system in a pre-
contingency situation, to simulate energy transactions, and filters out harmless contingencies. Security 
limits are determined through binary search organized in different ways. Beside security limit calculation, 
analysis and diagnosis facilities are provided. 
 

3.3. Some Limitations of Existing Tools 

 
� Many existing tools use the power flow existence criterion to compute the boundary. This has the 

dangerous potential to overestimate the actual voltage security margin in situations where the saddle 
node bifurcation, Hopf bifurcation, or transient stability conditions are violated before the power flow 
equations become divergent. 

• The limitations of P-V/Q-V plots that represent the load versus the voltage of a selected bus become 
apparent when voltage collapses are not concentrated in a few buses. Some voltage collapses are 
regional or involve the entire system. P-V curves are calculated using the power flow solutions by 
step-by-step increasing the loads. The “nose point” of the curve corresponds to the maximum power 
which can be delivered to the load. The bus voltage at this point is the critical voltage. If the voltage of 
one particular bus approaches the nose point faster compared to the other buses, it is assumed that 
the system voltage stability margin is limited by this bus. This information does not capture the extent 
to which all the variables participate in the voltage collapse. 
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4. Survey Summary and Recommendations 
 

4.1. Survey Overview 

 

CERTS/EPG formulated a survey to reach out to the experts in the field of voltage security for comments, 
information, suggestions, and recommendations related to the VSA project. The surveys were sent to fifty 
one experts in universities and in the power industry. Sixteen reviewers responded and their responses 
are summarized in Table 1. Eight of these respondents are from the power industry and eight are from 
academia. Four proposals for commercial software were received from Bigwood, V&R, NETSSS, and 
ECI.  

Table 1: Analysis of Survey Trends 

ISSUE RESPONSES / COMMENTS CONCLUSION 

Voltage Security Assessment 
(VSA) 

(Hyperplanes for security 
regions) 

- Online hyperplane possible 

- Not as unproven as interior point 
methods. 

- Ideally suited for phenomena that is local. 

Hyperplanes well suited for VSA 

Methodology for computing 
hyperplanes 

- Loading & Generation Direction needed. 

- Stress path until voltage collapses. 

- At collapse, determine local boundary. 

Use left eigenvector approach 

Direct versus  Time-domain 
methods  

- Time domain iterative methods are 
proven and robust, capable of handling 
intermediate discrete actions/events. 
Example: Generator limits being reached 

Direct methods rely on simplistic models 

Direct Method could be used for 
fine-tuning the security boundaries 
after an iterative set of continuation 
power flows 

Weak elements identification - Voltage collapses are concentrated in 
certain regions in the sense that the 
voltage falls more in those regions.  There 
is no single element that collapses.  That 
is, voltage collapses occurs system wide 
with varying participation from all the 
system buses.    

The participation is computed from 
the right eigenvector of the 
Jacobian evaluated at voltage 
collapse corresponding to the zero 
eigenvalue. 

4.2. Summary of Responses 

 

The consensus opinion was that the hyperplane approach to defining security regions was ideally suited 
for voltage instability assessment.  Voltage instability is more of a local area/region phenomenon.  
Several participants in the survey felt that full blown time domain classifiers should augment the 
algorithms that utilize Direct Methods. An engineer from a utility in Northern California said that it was not 
clear how switching conditions could be revealed without “time domain” simulations. A utility from the 
South shared its experience that it was unable to develop suitable production metrics because of the 
integration of both continuous (load growth) and non–continuous (contingency) factors into a single 
metric. The computational methods to be used in VSA could be grouped into 2 broad classes – the 
Iterative Approach using Continuation Power Flows and the Direct Method.  The Direct Method does not 
provide information on any discontinuous events when the stress parameter is increased. These 
discontinuous events occur when a thermal, voltage or reactive limit is reached.   

�
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4.3. Conclusions 

 

The majority of responses favor the use of the hyperplane approach in determining Voltage Security 
Assessment.   Also, the majority of respondents do not see hyperplanes suitable for determining Dynamic 
Voltage Assessment at this time. Small Signal Stability Analysis is considered to be a good first step for 
Wide Area Stability Monitoring and assessment using phasor measurements. 

 

4.4. Recommendations 

 

The primary recommendation for such a tool is to use the hyperplane approach in computing security 
regions for Voltage Security Assessment. Others are: 

 

� The computational engine for CA ISO’s VSA is recommended to be the Continuation Power Flow. 
This tool has been tested and proven by several researchers in commercial and non-commercial 
software.  

 

� An alternate recommendation is a hybrid approach, where a Direct Method could be used for fine-
tuning the security boundaries after an iterative set of continuation power flows. 
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5. CERTS Real-Time Voltage Security Assessment Algorithms 

The overall proposed roadmap and framework for the project was based on the literature review and 
survey results, and formulated through discussions with CA ISO and with active participation of CERTS 
consultants Dr. Yuri Makarov and Prof. Ian Dobson over conference calls and meetings in Pasadena 
(August 25-26, 2005) and in Madison (September 9, 2005). 
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Production

Quality
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Specification

Survey recommended algorithms:

(1) Continuation Power Flow
(2) Hyper planes

(3) Bus participation factors

in voltage collapse to identify
most affected points/regions

(4) Compute sensitivities with 
respect to voltage set  points &

generator VAR limits

Validate survey recommended 
algorithms using Humboldt 

and San Diego areas

Utilization of CA ISO PTI Cases
Utilization of CA ISO GE Planning

Model Cases

(1) VSA survey & 
framework based on input 
from academia and utilities
(2) Contingency analysis 

capabilities
(3) Prototype functional 

specification

(2) Use of direct methods

(3) Implement Boundary orbiting 

technique 

Demonstrate VSA for 
Southern California 

(or other) Region

Research & evaluate 
utilization of

CA ISO CIM data

Contract #500 - 99- -013: 
BOA 20

Contract #500-02-004: MR-036 Current Contract #500-02-004

Phase 2: RTGM 2005 Phase 3: RTSO 2006-07-Phase 1: TO 21

MR-041

(1) Enhancements to Continuation 
Power Flow

 

Figure 1:  Multi Year Development Roadmap for CA ISO Voltage Security Assessment (VSA) Project 
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The roadmap consists of three task tracks focusing on different aspects of the project including data 
requirements, algorithms research, and prototype development & testing. The multiple phases are a 
systematic progression starting with initial research, algorithm development and proof-of-concept 
simulations, and data integration and project expansion. The project time span was two years (2005-
2006) with the potential expansion for the future years. The overall framework and the algorithmic building 
blocks (such as the Continuation Powerflow, Hyperplane Approximations, Direct Methods, etc) and their 
technical details are described in the sections to follow. 

5.1. RTVSA (Real-Time Voltage Security Assessment) Framework 

Based on CA ISO’s analysis, the most promising method for determining the available voltage stability 
margin in real time is based on piece-wise linear approximation of the voltage collapse boundary in 
coordinates of independent power system parameters. The approximating conditions are calculated off-
line as a set of inequalities specific for each analyzed contingency: 

  

         

11 1 1 11 1 1 1
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                                                    (1) 

 
The number of constraints m and the number of parameters P and Q included in each constraint are 
expected to be limited. Each face of the region approximates a part of the nonlinear region’s boundary. 
The advantages to the proposed approach are: 
 

• Fast and Convenient assessment: Having constraints (1) pre-calculated offline for each analyzed 
contingency, it is very easy to quickly determine in real time: 

o Whether the operating point is inside or outside the security region (by making sure that all 
approximating inequalities are satisfied) 

o Which constraints are violated (by identifying violated inequalities), and  

o What the most limiting constraints are (by calculating the distance from the current operating 
point to the approximating planes – see below). 
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Figure 2:  Conceptual view of Voltage Security Region 

 
• Easy-to-Calculate Security Margin: The distance d from the current operating point A to the nearest 

constraint face B determines the MVA security margin
11

: 
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Where the current operating point 
0 0 0 0

1 1,..., , ,...,n nA P P Q Q� �= � �  

The percent margin for each constraint i  can be obtained based on a pre-established minimum 

admissible “MVA distance to instability” d*: 
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The resulting stability margin corresponds to the minimum distance, i.e. the distance to the closest 
constraint face: 

%

( )
min

i
i

D d=
 

• Online computation of Parameter Sensitivities: The normalized coefficients of the set of hyperplane 
equations denoted by (1) are sensitivities that can be interpreted in several ways. These coefficients 
can be calculated trivially by the following mathematical expressions: 

                                                
11 We assume that the region is convex. 
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where D is critical vector D AB
→ →

= - see Figure 2. 
 
The different representations of these coefficients include: 
 
1) The locations in the network where the most sensitive controls are needed  

2) The left eigenvector nullifying the power flow Jacobian matrix at the point of collapse 

3) This eigenvector has an identical representation to  Lagrangian multipliers
12

 at PoC 

5.2. Algorithms Overview 

The important concepts that are used in the algorithm are stress direction (procedure), descriptor 
variables, state space, and parameter space. 
 
The stress direction (procedure) specifies how the system parameters change from their base case 
values as a function of a scalar amount of stress. For example, generation and load participation factors 
can define a stress direction and the amount of generation can give a scalar amount of stress and these 
together can specify the changes in the bus power injections that is, any system state along the stress 
direction can be associated with certain value of a stress parameter such as the percent of the total load 
increase in an area. Each specific direction and value of the stress parameter uniquely defines the 
system state. This implies certain fixed patterns for varying the system generation and loads (for example, 
load participation factors, sequence of generator dispatch, and others – detailed examples can be found 
in this report). Stress directions can include some local system stresses addressing a particular voltage 
stability problem area, and global stresses such as the total load growth and the corresponding 
generation redispatch in the system. 
 
Descriptor variables reflect the most influential or understandable combinations of parameters (or 
derivative parameters) that influence the voltage stability margin. Examples are the total area load, power 
flows in certain system paths, total generation, and others (the system operating nomograms’ coordinates 
are good examples of descriptor parameters).  In the simplest case, descriptor parameters can include 
some primary system parameters such as nodal voltages and nodal power injections. Descriptor variables 
help to adequately address global and local voltage stability margins without involving thousands of 
primary parameters. Certain subsets of descriptor variables can correspond to some local voltage stability 
problem areas. 
 
The state space includes all system nodal voltage magnitudes and voltage phase angles.  
 
The (independent) parameter space includes all nodal power injections (for P-Q buses) and real power 
injections and voltage magnitudes (for P-V buses).  
 
The voltage stability boundary can be comprehensively (and uniquely) described in the parameter space 
(and the state space), but in this case the description would involve thousands of variables. Descriptor 

                                                
12  

This representation is well suited to imply a ‘Locational price’ for an ancillary service such as the distance to voltage collapse 
specified in terms of dollars. Lagrangian multipliers specify the sensitivity of the constraints so that a constrained optimization 
problem becomes an unconstrained optimization problem – see Eric W. Weisstein. "Lagrange Multiplier" from MathWorld - A 

Wolfram Web Resource. http://mathworld.wolfram.com/LagrangeMultiplier.html 
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parameters help to reduce the dimensionality of the problem by considering the most influential 
combinations of parameters (or derivative parameters).  
 
The descriptor parameter space includes all descriptor parameters. Since the points in the descriptor 
parameter space can be mapped into the points of the parameter and state spaces in many different 
ways (because of the limited number of descriptor parameters space dimensions), certain fixed system 
stress procedures should be introduced to make this mapping adequate and unique. 
 
The developed RTVSA algorithm operates in the parameter space or descriptor space as described in 
Section 5.9.  
 
The developed RTVSA algorithms consist of the following steps (which has been illustrated in a flowchart 
under Figure 3): 
 

1. Initial system stressing procedure for a given stress direction to reach a vicinity of the Point 
of Collapse (PoC) in this direction. This step is implemented using the Parameter Continuation 
Method described in Section 5.3. The Continuation Method is one of the most reliable power flow 
computation methods; it allows approaching the PoC and obtaining the initial estimates of system 
state variables needed for the subsequent steps. The selected form of the continuation methods 
includes predictor and corrector steps. 

 
2. The direct method – see Section 5.4 – is used then to refine the PoC location along the initial 

stress direction (the continuation method would require multiple iterations to find the PoC with the 
required accuracy). At least one of the power flow Jacobian matrix eigenvalues must be very 
close to zero at the PoC. 

 
3. The inverse iteration method or Arnoldi algorithm is applied to find the left eigenvector 

corresponding to the zero eigenvalue at PoC – see Section 5.5. The left eigenvectors are 
used to build the set of approximating hyperplanes.  

 
4. The stability orbiting procedure is then applied to trace the voltage stability boundary 

along a selected slice. This procedure is a combination of a predictor-corrector method and the 
transposed direct method. Details are given in Section 5.6. 

 
5. In case of divergence, the algorithm is repeated starting from Step 1 for a new stress direction 

predicted at the last iteration of the orbiting procedure. Divergence may be caused, for example, 
by singularities of the stability boundary shape along the slice. 

 
6. For a given voltage stability problem area and the corresponding descriptor parameters, the 

“sliced bread procedure” is applied to explore the voltage stability boundary and build the 
set of approximating hyperplanes – see Section 5.7. 

 
7. The approach to build the minimum set of hyperplanes based on the desired accuracy of the 

approximation is given in Section 5.8.  
 

8. The algorithm described above is implemented in the descriptor space as described in Section 
5.9. 
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Figure 3: RTVSA Algorithms Flowchart 
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The developed RTVSA algorithm performs voltage security assessment calculations under both offline 
and real-time modes.  
 
The offline calculations produce an approximated voltage stability region (a 2-D, 3-D, or a higher 
dimensional nomogram) bases on multi-directional stressing situation presenting the interaction and 
tradeoffs between different stressing directions. The pre-calculated voltage stability region is an inner 
intersection of stability regions for the set of user-specified contingencies. The offline calculations should 
be conducted periodically (ideally, several times a day) to update the approximated voltage security 
region and to reflect the most recent changes in the system.  
 
The real-time calculations are conducted in real time (after each converged State Estimation cycle) to 
determine the current or future position of the system operating point against the walls of the 
approximated voltage stability region, and to calculate such essential security information as the available 
stability margin (distance to instability), the most limiting contingency, the most dangerous system stress 
directions, weak elements causing potential instability, and the recommended preventive and 
enhancement controls that help to increase the margin in an efficient way. 
 
Note: The offline calculations can also be conducted in real time if a few stressing directions 
representative of the actual system loading, given by the real time dispatch schedule, planned outages, 
and load forecast, and/or predetermined stresses are to be considered separately. In such a scenario, the 
available security margins, distance to instability, the most limiting contingency, weak elements causing 
potential instability, and the recommended preventive and enhancement controls that help to increase the 
margin in an efficient way can be obtained in real-time using the algorithms proposed in this document.  

5.3. Continuation Method  

The CERTS-RTVSA (Real Time Voltage Security Assessment) algorithm is based on methods that were 
originally used in the NSF-PSERC algorithm found at http://www.pserc.cornell.edu/tcc/. The algorithm is a 
variation of the predictor-corrector type of the continuation power flow. 
 
In the generic continuation power flow framework, �(z) is n+1 dimensional and represents the power flow 
equations augmented by a parameter �� that is free to change, �x is the n dimensional change in the 
state vector, �� is 1 dimensional and �z is n+1 dimensional. 

 
],[ λ∆∆=∆ xz T     

 
 

0=∆
∂

Φ∂
+∆

∂

Φ∂
λ

λ
x

x
  

                    where 
λ∂

Φ∂
 represents the stress vector 

 

In the nomenclature used here, the ‘Parameters’ are defined as injections such as real power iP  and 

reactive power iQ  inputs, and the `States’ are defined as voltage magnitudes V  and angles δ  (Note:  

The ‘Descriptive’ variables that classify the security regions could either be a linear combination of 
Parameters or States, or Cut Set Power Flows).  
 

The system Φ above is under-determined and the Tangent Vector z∆  is non-unique, unless one further 
constrains one of its elements. In the Ajjarapu-Christy [55] algorithm, the variable that moves the fastest 

in the previous iteration is constrained. If λ∆  is always constrained, then the reduced Tangent Vector 

can be defined as 
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λλ ∂

Φ∂

∂

Φ∂
−=

∆
∆

−

x

x
1

 

Note that λ∂Φ∂  is the vector of “participation factors” of the set of buses forming the Sink.  In other 

words, if the change in Net System Load represented by λ∆  moves by 1 MW, then λ∂Φ∂  denotes the 

distribution of the 1 MW across the buses constituting the Sink.   
 
Additionally, the sinks and source have distinctly different roles in the computations used to apply stress.  
The sinks are considered parameters of the model while the sources are variables. Stress is applied by 
incrementing the stress sinks and then solving the power flow problem to determine the variables.  
 
The proposed CERTS-RTVSA algorithm uses a variation of the above method which is described below. 

5.3.1. Predictor & Corrector Equations and Algorithms 

Predictor Equation: 

 

0
0

1 1
t t
i i

z
z

zz

e z e

∂Φ� �
� 
 � �∂Φ� ∂

∆ = � 
� � 
⇔ − − − − − ∆ = − − −∂� � 
 � 

� � 
∆ = � 
� � �� 


� �

  

where 
t

i
e  is a zero string with only i

th
 element equal to 1.  

 
Corrector Equation:   

 

Use Newton Raphson to solve 0)( =Φ z  

                                                   0=∆ iz  

 

X(�)

z-z0

Predictor

Corrector

z0
s�z

(z-z0)t�z=s(�zt�z)

z

 

Figure 4: Predictor and Corrector Steps 

 
The main steps in the CERTS-RTVSA predictor algorithm are: 

 

1. Solve the predictor equation and normalize the length of the composite predictor vector z∆  by 

division by 
t

z z∆ ∆  
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2. Select the step size length s based on the maximum values maxδ∆  and maxV∆  and the current 

value of the step multiplierγ .  

Select s so that { } maxmaxs V Vγ∆ = ∆ , while { } maxmaxs δ γ δ∆ ≤ ∆ ,  

                     or { } maxmaxs δ γ δ∆ = ∆ , while { } maxmaxs V Vγ∆ ≤ ∆ ,  

whatever is achieved first.  Note that in both the predictor
†
 and the corrector

‡
 equation the i

th
 

index corresponds to the state that first reaches the maximum. 

3. Scale the predictor vector z∆  by s so that *z s z∆ = ∆  

4. Use *z∆  for solving the corrector equation 

5. If the power flow for the corrector equation does not converge 

a. Halve the step multiplier γ   

b. Do not update z  

c. Go to Step 2 

6. If power flow for the corrector equation does converge 

a. Halve the step multiplier if (γ  is greater than minγ  & �� changes sign). Go to Step 2 

b. Update z and Go to Step 1 

7. Criteria for stopping 

a. Stop if γ  is less than minγ  in Step 5 

b. Stop if  �� changes sign & γ  is less than minγ  in Step 6 

The maximum value of the step size is a criterion for limiting the deviation in states between each 

iteration.  It is specified separately in per unit (pu) voltage and electrical degrees, maxδ∆  and maxV∆  and 

has been selected as 0.08 radians (5 deg) and 0.05 pu based on engineering experience and 
experiments.  Additionally, the initial step multiplier γ  will be halved in the algorithm depending on  

1. Whether  the power flow is non-convergent 

2. Whether γ  is greater than the specified minimum multiplier minγ  

5.3.2. Criteria to Determine Proximity to PoC 

1. Small Elements on the Diagonal of the Triangularized Power Flow Jacobian Matrix 

2. Power Flow Jacobian Matrix Condition Number  

3. Minimum Singular Value 

Some of the disadvantages of the above criteria are that these do not capture the sudden changes of 
power flow equations due to discrete events such as capacitor switching of handling reactive power 
constraints on generators. It misses the PoC points where the power flow become inconsistent without a 
singularity of the power flow Jacobian matrix due to discrete events mentioned above. In addition (2) & (3) 
are also computationally expensive. Some of the problems outlined here that relate to difficulties in 
determining the exact PoC are alleviated by the Direct Method, described next. 
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5.4. Direct Methods to Calculate the Exact Bifurcation Point 

 
The exact location of the PoC can be calculated by solving the following system: 
 

 

( ) 0

( ) 0

1t

F x D

J x R

R R

β� + =
�

=�
�

=�

  

 

where ( )J x  is the power flow Jacobian matrix and R is the right eigenvector corresponding to the zero 

eigenvalue of ( )J x . The loading direction D is exactly the same as the one used in the predictor-corrector 

procedure. 
 
To solve the above set of equations, it is important to select good initial guesses for unknown parameters 
x, �, and R. For x and �, use the values produced by the predictor-corrector method nearby the PoC. For 

R, a good initial guess would be the normalized increment of state variables x∆  nearby the bifurcation 

point. An example is the difference between two successive iterations close to PoC, as given below. 
 

1
0

1

, PoCi i
i

i i

x x
R x

x x

−

−

−
≈ →

−
  

 
This recommendation is based on the fact that the trajectory of the state variables tends to the right 
eigenvector R in a small neighborhood of the PoC. 

 

5.5. Hyperplanes at the Point of Collapse  

 
To determine the approximating hyperplane, the left eigenvector L is needed. This vector is an orthogonal 
vector with respect to the power flow feasibility boundary at the PoC in Figure 5. In order to calculate the 
left eigenvector, an inverse iteration technique is recommended

13
.  

 

 

Figure 5:  Left eigenvector of J(x) 

                                                
13 The RTVSA code was implemented using Arnoldi algorithm 
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The algorithm behind the inverse iteration method is as follows. Consider the linear system: 
 

                                                    
1 1

( )t

PoC i i i
J x x E L Lλ − −
� �→ − ⋅ ⋅ =� �

�   

 

where ( )
PoC

J x x→  is the power flow Jacobian matrix calculated near the PoC; 1i
λ −  is an estimate of an 

eigenvalue; E  is the identity matrix, and 1i
L −  and

iL�  are successive estimates of the left eigenvalue. It is 

recommended to normalize vector
iL�  at each iteration as follows: 

 i
i

i

L
L

L
=

�

�
  

 

The eigenvalue estimate 
i

λ  can be improved by applying the following correction: 

 

 
1

1

1
i i

i iL L
λ λ −

−

= +
⋅�

  

 

In the vicinity of the PoC, the initial guess of λ  should be selected as zero, 
0

0λ = .  

 
The inverse iteration method usually demonstrates quick convergence. The exception is the case with 
closely located eigenvalues. Bad selection of the left eigenvector may slow down the iteration process. 

The recommended initial choice is
0

L D=  (loading direction). 

 
The tangent hyperplane p = F(x) can be easily found by applying the following formula: 
 

 [ ] 0 ( )tL p PoC p F x⋅ − = → =   

 
Note that: 

� The approximating hyperplane is a tangent plane with respect to the load flow feasibility boundary if it 
is smooth at the PoC.  

� If the load flow feasibility boundary if it is convex, the entire tangent hyperplane lies outside the 
boundary. This prevents the direct use of the tangent hyperplane as the approximating hyperplane 
because of the overestimation of the actual margin – see Figure 6. Instead, a more conservative 
approximation by secant hyperplanes is suggested. 

� L is a perpendicular vector with respect to the hyperplane. 

� The hyperplane is actually a (n – 1) subspace of the n-dimensional space F(x). 
 
The following section describes the procedure to obtain an approximation of the power flow feasibility 
region by secant approximating hyperplane. It is assumed that the procedure is performed in the space of 
k parameters (nodal injections or descriptive parameters in the sequel) p = {p1, p2… pk}, and that the 
process is organized for a pair of parameters pi and pj that are varied while the rest are kept constant.  
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Figure 6:  Tangent and approximating hyperplanes 

 
Effectively, this means that the power flow feasibility boundary is cut by a plane, and that we consider one 
cut set (“slice”) at a time to build the entire approximation. The following in the hyperplane building 
procedure: 
 

1. Suppose we determined the first point of collapse PoC1, the normalized left eigenvector L1, 

,11 =L and the corresponding tangent hyperplane 0)( 11 =−⋅ PoCpLt
 - see Figure 6.  

2. The approximating hyperplane is obtained by parallel shifting the tangent hyperplane along vector 
L1 by the distance (d + m), there d and m is the user specified distances. Distance d regulates the 
accuracy of approximation and the number of required hyperplanes, distance m introduces an 
additional security margin. The approximating hyperplane equation becomes 

1 1( )t
L p PoC d m⋅ − = +

 

3. Now we start moving along the intersection boundary and the cut set plane (pi,pj). As it will be 
described below, this motion can be implemented as another type of the parameter continuation 
procedure, where the intermediate points of collapse are available. 

4. For each intermediate PoC, we will check the distance r to the tangent hyperplane determined at 
PoC1. We are looking for a point PoC2 where this distance is slightly les or equal to the user 
specified distance d: 

 

1 2 1

1

( )
r ,

t

t

L PoC PoC
d r d

L

⋅ −
= ≤ ≈

 
 

5. Continue moving in the same direction checking the distance r from the tangent hyperplane to the 
PoC2. We ate looking for the PoC3 where 

 

3 3 2

3

( )
r ,

t

t

L PoC PoC
d r d

L

⋅ −
= ≤ ≈

 
 

6. Calculate the new approximating hyperplane 
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3 3( )t
L p PoC d m⋅ − = +

 
 

7. Repeat the procedure by continuing the motion along the slice and measuring the distance of the 
hyperplane from the PoC3, and so on. 

 

5.6. Stability Boundary Orbiting Procedure 

 
This section of the document describes a procedure to orbit the static voltage stability boundary. The 
procedure includes the following steps (illustrated in Figure 7 below): 

o Finding the left eigenvector L – this step is repeated one time for the first point found on the 
boundary that has been already found with the help of the parameter continuation method and 
the direct method. 

o Changing the stress direction to orbit the boundary. 

o Predictor step of the orbiting direct method. 

o Corrector step of the orbiting direct method. 

The last three steps are repeated in the same sequence to follow the boundary.  

L

det J(x) = 0
P

PoC

�

�

��
� �

�D

�D

�D

�D
�D

Parameter Continuation
Stressing Process

“Orbiting” (Direct Method

Continuation) Process

Direct Method to refine PoC and

Inverse Iterations to find L

ej

ei

“Slice” of the Stability 

Boundary with two Orts
defining it

(pi, pj) plane

 

Figure 7: Transition from Parameter Continuation to Orbiting 

 (�, � – Predictor and Corrector Steps of the Continuation Method,  

�D, �D – Predictor and Corrector Steps of the Orbiting Direct Method) 

 
They are essential parts of the “sliced bread” procedure that has been described in Section 5.7, and have 
been used along with the hyperplane building and approximation procedure. This procedure does not 
account for sequential generator loading procedure (i.e. when the generators are loaded one by one 
following a certain sequence); however, it can be incorporated in the parameter space concept described 
in section 5.9 of this document.  
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5.6.1. Finding the Left Eigenvector 

In order to calculate the left eigenvector, it is recommended to use the inverse iteration technique as 
described in section 5.5. The transposed direct method is suggested as an alternative approach. 
 
Transposed Direct Method 

The Transposed Direct Method can be applied as an alternative of the inverse iteration method. It 
consists of solving the system (1) using the Newton-Raphson method. 
 
Transposed Direct Method Equations [2*nbus+1+nPV +2*nbus+1+nPV+1]: 
 

'

1 2

"

2

( )

( , ) 0 - Active Power Balance [nbus]

( , ) 0 - Reactive Power Balance [nbus]

0 - Reference Bus Equation [1]

0 - PV Bus Equations [nPV]

( ) 0 -  Singularity Con

D trans D

D D

PV D

RB

PV

t

F x

P V P T

Q V Q T

V

J x L

θ β β

θ β

θ

− =

− + =

+ + =

∆ =

∆ =

= dition [2*nbus+1+nPV]

1 - Nonzero condition For the Left Eigenvector [1]t
L L

�
�
�
��
�
�
�
�

=��

                          (1) 

 
Transposed Direct Method Variables xD [2*nbus+1+nPV +2*nbus+1+nPV+1]: 
 

1

PV

2

- Voltage Phase Angles [nbus]

V - Voltage Magnitudes [nbus]

- Source Factors (Distributed Slack Bus Factors) [1]

Q - PV Bus Reactive Power Injections [nPV]

- Sink Factor (Stress Factor) [1]

- Left EiL

θ

β

β

genvector [2*nbus+1+nPV]

                                                          (2) 

 
Equation set (1) is very similar to the Direct Method equations set except that the last two equations in (1) 
are written for the left eigenvector L instead of the right eigenvector R. 
 

The recommended initial choice of L is again
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L  (stress direction).  

5.6.2. Changing the stress direction 

We will use equation  
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Where  
 

       

'

1 2

"

2

( )

( , ) 0 - Active Power Balance [nbus]

( , ) 0 - Reactive Power Balance [nbus]

0 - Reference Bus Equation [1]

0 - PV Bus Equations [nPV]

D D

PV D

RB

PV

F x

P V P T

Q V Q T

V

θ β β

θ β

θ

=

� − + =
�

+ + =�
�

∆ =�
�∆ =�

                                                 (4) 

ie  and 
j

e are unit vectors spanning the “slice” plane ( , )
i j

p p  - see Figure 7, and ],,,[ ηγLxz = . 

In (4), parameter �2 is fixed, and two additional unknown parameters � and � are added. By varying � and 

�, one can explore the entire plane ( , )
i j

p p . 

5.6.3. Predictor step of the orbiting direct method 

Set (3) has one unknown more than the number of equations. It can be used to organize the prediction-
correction process.  
 
The predictor equation becomes: 
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where 
r

E  is the extended unit vector, and Step is the step size. Note that 
r

E  contains 2*nbus+1+nPV 

+2*nbus+1+nPV+2 elements.  
 

' ",
D D

T T  – fixed and equal to the initial loading direction; 

�2  – fixed and equal to the value achieved by applying the direct method procedure; 

x – variable, initially set equal to the values achieved by applying the direct method procedure; 

L – variable, initially set equal to the vector obtained by the inverse iterations procedure or by the 
transposed direct method; and 

�, � – variables. 

Equation (5) needs to be carried out only once for each predictor step.  
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5.6.4. Step Selection Procedure 

To force the procedure around the boundary, one of the last two elements in 
r

E  (corresponding to either 

ei or ej) must be fixed, and the remaining elements must be zeros.  
 
Algorithm: 
 

1. Find a unit vector that belongs to the “slice” ( , )
i j

e e  and is orthogonal to L. This can be done by 

solving the following system 
 

( )

( ) ( )
2 2

0

1

t

i j
L e eγ η

γ η

⋅ ⋅ + ⋅ =

+ =
                                                                                                  (6a) 

To solve (6a), let us express η  from the first equation in (6a), 

t

i

t

j

L e

L e
η γ

⋅
= − ⋅

⋅
, and substitute it 

into the second equation, ( ) ( )
2

2 2

1
t

i

t

j

L e

L e
γ γ

� �⋅
+ =� �� �⋅� �

.  Therefore, (6a) has the following solution: 
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1

1
t
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t

j

t

i

t

j

L e

L e

L e

L e

γ σ

η γ

= ⋅
� �⋅

+ � �� �⋅� �

⋅
= − ⋅

⋅

                                                                                               (6b) 

 

where 1σ = ± . Unit vector i je eµ γ η= ⋅ + ⋅  gives a locally optimal orbiting direction of the 

steady state stability boundary within the “slice”  ( , )i je e .  

 

2. At the initial orbiting point PoC0 (Figure 7), assume 1σ = +  and go to the next step. At the 

subsequent steps, do the following.  

o Assume 1σ = + . 

o Find vector i je eµ γ η= ⋅ + ⋅  for γ  and η  determined using (6b). 

o Find vector i je eξ γ η= ∆ ⋅ + ∆ ⋅ using γ∆  and η∆  determined at a previous predictor-

corrector step. 

o Check the cosine of the angle � between vectors � and �, cos
tµ ξ

θ
µ ξ

⋅
=

⋅
. 

o If cosθ  is negative, reverse signs of γ  and η  (i.e. assume that 1σ = − ). 

 

3. Set the last two elements in 
r

E equal to γ  and η . Set initial guesses Stepγ γ∆ = ⋅  and 

Stepη η∆ = ⋅ . 
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The idea behind this step is as follows. The last equation in (5) is ( ) ( )r rE i E j Stepγ η⋅ ∆ + ⋅ ∆ = , 

where ( )rE i  and ( )rE j  are the last two elements in 
r

E . Since they are equal to  γ  and η , we 

have Stepγ γ η η⋅∆ + ⋅∆ = . This condition will keep γ∆  and η∆  close to the locally optimal 

orbiting direction i je eµ γ η= ⋅ + ⋅  as possible, and help to keep the step size closer to the one 

selected by the User (Step). Parameter Step must be always positive. 

5.6.5. Corrector step of the orbiting direct method 

The correction equation looks exactly as (5) with Step substituted by zero: 
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Equation (7) needs to be repeated until a convergence solution is obtained for each corrector step.  
 
Vector Er should be the same as determined in the predictor step.  
 
Note that after each predictor-corrector step, we get a point of the power flow feasibility boundary and the 
left eigenvector - that is all what is needed for the hyperplane approximation (section 5.5) and the “slice 
bread” procedure described in the next section. 
 
The corrector step of the orbiting direct method may not converge for various reasons, for example, 
singularities of the stability boundary shape along the slice. In this case, the VSA algorithms are repeated 
starting from the Continuation Method (section 5.3) for a new stress direction predicted at the last iteration 
of the orbiting procedure. 

5.6.6. Calculating [ ]LxJ
x

t )(
∂

∂
  

Calculating the matrix [ ]LxJ
x

t )(
∂

∂
 can be done using the Hessian matrices (described in Appendix A) - 

second derivatives of the mismatch function F(x). This is what is recommended for the vendor’s 
implementation. To minimize the programming effort to build the prototype tool, approximate expressions 
can be applied as described below. However, they are more complicated and require more computational 
effort. 
 
Function F(x) can be represented as its Taylor series: 
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2 3

2 3

1 1
( ) ( ) ( ) ( , ) ( , , ) ...
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1 1
( ) ( ) ( ) ( , ) ( , , ) ...
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                        (8)  

 

Where 2 ( , )W R Rϑ ϑ  and 3( , , )W R R Rϑ ϑ ϑ  are the second- and third-order terms of the expansion. It is 

obvious that 2 2( , ) ( , )W R R W R Rϑ ϑ ϑ ϑ= − − ,  
2

2 2( , ) ( , )W R R W R Rϑ ϑ ϑ= ,  

3 3( , , ) ( , , )W R R R W R R Rϑ ϑ ϑ ϑ ϑ ϑ= − − − − , and that 
3

3 3( , , ) ( , , )W R R R W R R Rϑ ϑ ϑ ϑ= . 

 
By subtracting equations in (8),  

          

3
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3
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and 
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ϑ
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Finally, by differentiating (10), one can get 
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By substituting R by ek, where ek is a unit vector, 
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Now,  
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Row vector [ ]LxJ
x

e
tt

k ⋅
∂

∂
)(  is the k-th row of the matrix [ ]LxJ

x

t ⋅
∂

∂
)( . Therefore, to calculate 

[ ]LxJ
x

t ⋅
∂

∂
)( , one need to apply (13) to get each its row k. 
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5.7. “Sliced Bread” Approach 

The proposed “sliced bread” approach helps to explore the entire power flow feasibility boundary in the 
descriptor space and approximate it by a reasonable number of hyperplanes.  

5.7.1.  “Sliced Bread” Procedure in Descriptor Space 

The “slice” is a cut set of the boundary obtained by varying a pair of descriptor parameters di and dj while 
the rest of the parameters remain constant. The released parameters form a cut set plane. These 
parameters may be limited by some limits: 

min max

min max

i i i

j j j

d d d

d d d

≤ ≤

≤ ≤
                                                              (1) 

 
Also, within the slice, the power flow feasibility boundary could be closed (Figure 8) or open (Figure 9). 
Each slice is traced and approximated using the algorithm described above. The possible criteria to stop 
tracing the slice is are as follow: 

• Acceptable distance D between the last approximating hyperplane and the first PoC in the “slice”; 
for instance, in Figure 8, this condition is 

di

dj

dk

PoC1

PoC2

PoC3

PoC4

PoC5

PoC6

PoC7

First “slice”,

at dk = dk max

dk = dk min

A

B

C

D

 

Figure 8: "Sliced bread" algorithm for the closed boundary 

A – First “slice” is finished due to the “round trip” condition 
A-B – Transition from the first to the second “slice” 

C – Second “slice” is finished due to acceptable distance between the tangent hyperplane 
calculated at C and PoC6 

D – No more slices because pk reaches pkmin 
 

5 5 1

5

( )
,

t
L PoC PoC

r D r D
L

⋅ −
= ≤ ≈  

where L is the left eigenvector, and/or 
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• The “round trip” condition based on the analysis of the projections of the left eigenvectors L on 
the cut set plane. These projections form certain angles with the coordinate axes, for instance, 

with 
i

p : 

 arccos
t

i
i

L e

L
ϕ

� �⋅
= � �� �

� �
                                                                               (2) 

 
E.g., for Figure 8, this angle changes from its initial value about – 90° to its next value – 50°, then 
to + 40°, and so on. When this angle makes a full circle so that it passes again – 90°, this can be 
used as a criterion to stop tracing this particular slice. 

• Cases when one of the descriptor parameters reaches its maximum or minimum value (points A 
and B in Figure 9). 

 

The first slice can be selected at the maximum value of the fixed parameters, for instance, for maxk k
d d=  

in Figure 8 and Figure 9. When the “slice” is finished, the procedure goes to the next slide. For this 
purpose, one of the fixed parameters is temporarily released (e.g., dk in Figure 8 and Figure 9), while one 
of the free parameters is temporarily fixed (e.g., dj). The transition is implemented with the help of the 
same procedure that was used to approximate the “slice”.  The transition process ends when all fixed 
parameters reach their minimum values.  

di

dj

dk

PoC4

PoC1

PoC5

PoC3

PoC2
PoC6

A

B

C

First “slice” at

dk=dk max

dk=dk min

dj max

dj min

 

Figure 9: "Slice bread" algorithm for the open boundary 

A – First “slice” is finished because dj = djmax 
B – Second “slice” is finished because dj = djmin 

C – Procedure stops because dk = dkmin 

5.7.2. The Algorithm in the Descriptor Space 

1. Calculate the base case point in X , P and D, that is x0, p0 and d0. 

2. Specify an initial stress direction in D, ∆d0 using inverse mapping ∆p0 = Tdir = Vector
-1

(∆d0). 

3. Specify the first slice (di, dj) in D. 

4. Map the slice into P, (pi, pj) = (ei, ej) = Plane
-1

 (di, dj) 
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5. Perform the parameter continuation method and direct method to determine PoC0 in X  and P. 
Find the left eigenvector L0 and hyperplane H0. 

6. Map PoC0, L0 and H0 back into D :  PoC0D = Point(PoC0P), L0D = Vector(L0P), and H0D = 
Plane(H0P). 

7. Initiate the Boundary Orbiting Procedure step along the slice (ei, ej) in P. 

8. If the BOM step diverges, repeat the parameter continuation method and direct method to 
determine PoC1 in X  and P. Find the left eigenvector L1 and hyperplane H1. Go to 	10. 

9. Otherwise, determine PoC1 in X  and P as a result of the BOM step. Find the left eigenvector L1 
and hyperplane H1. 

10. Map PoC1 , L1 and H1 back into D ,  PoC1D = Point(PoC1P) , L1D = Vector(L1P), and H1D = 
Plane(H1P). 

11. Check the slice stop tracing criteria as described in Section 5.7.1. Go to the next slice in D and 
start from Step 	1. 

12. Otherwise map the (di, dj) into P again at the new point, (pi, pj) = (ei, ej) = Plane
-1

 (di, dj).  

5.8. Minimum Set of Hyperplanes 

The objective of obtaining the minimum set of hyperplanes is to test the performance and accuracy of the 
proposed VSA technology, which includes the following steps: 
 

• Selection of critical loading directions for a selected problem area 

• Performance of the predictor-corrector loading procedure 

• Calculation of the points of collapse and tangent hyperplanes 

• Calculation of the approximating hyperplanes (secant hyperplanes) 

• Evaluate the accuracy of approximation using the proposed approach and accuracy metric 

• Decide on whether the proposed selection of loading directions is adequate to the study areas 

5.8.1. Procedure for Determining the Minimum Set of Hyperplanes 

The following steps describe the procedure to determine the minimum set of hyperplanes: 
 

1. Perform the predictor-corrector procedure for each selected loading direction – Sections 5.3. 

2. Determine the Points of Collapse (PoC) - Section 5.4. 

3. Apply inverse iterations method to calculate the left eigenvector L at the PoC – Section 5.5. 

4. Calculate the tangent and secant hyperplanes – Section 5.5. To determine the required margin 
(d+m), use 5, 10, 15, and 20% (j=1, 2…, 4) (configurable) of the maximum loading in the most 
limited direction. As a result, get four sets of secant hyperplanes for each direction, corresponding 
to the different margin (d+m) – Figure 10 (taken from section 5.5). 

 
The tangent hyperplane equation is:  

( ) 0t

i i
L p PoC⋅ − =

 

The secant approximating hyperplane equation is: 

( )( )t

i i j
L p PoC d m⋅ − = +
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Figure 10: Tangent and approximating hyperplanes 

 
5. Select 10-20 additional loading directions for each area and perform the step-by step loading 

procedure for the original and additional loading vectors. Evaluate the PoCk for each direction k 
assuming that this is the point of divergence. 

6. For each evaluated PoCk, calculate the distance to each of the approximating hyperplanes at 
different margins (d+m)j using the following formula:  

 

j

i

ik

t

i

ijk md
L

PoCPoCL
r )(

)(
+−

−⋅
=  

 
7. Summarize these experimental results for each area in the following table: 

 

Hyperplane Loading Vector 1 Loading Vector 2 … Loading Vector k 

5%     

10%     

15%     

1 

20%     

5%     

10%     

15%     

2 

20%     

5%     
10%     

15%     

… 

20%     

5%     

10%     

15%     

i 

20%     

Distances from PoC to Hyperplanes 
 

8. Analyze the angles between the loading vectors Dk and the left eigenvectors Lk. These angles 
can be calculated as follows: 
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arccos
t

i k
ik

i k

L D

L D
θ

⋅
=

⋅
 

 
Mark all cells in the table corresponding to the case when |
ik| > 60° (configurable). Those are the cases 
when hyperplane i forms a sharp angle with the loading direction k, and the distance metric rijk could be 
misleading. If the marked cells fill an entire column, the corresponding loading direction should be added 
to the original list of loading directions for which approximating hyperplanes are calculated (the entire 
procedure should be repeated for the added hyperplane). 
 

9. Analyze the columns for the loading vectors D1,…,Dk. Start with the j=5% cells initially. Check 
whether at least one distance in the column k stays within the 5% distance to the 5% 
approximating hyperplane. If yes, do nothing. I none of the distances are in the 5% range, check 
whether Dk is a direction for which an approximating hyperplane is built. If it is not, add a new 
approximating hyperplane to the list, but allow only 5% margin (don’t calculate hyperplanes for 
any margins other than 5% for the newly added direction). If the analyzed direction is already the 
one that has an associated hyperplane, this means that the 5% accuracy is not achievable for 
that direction. This means that verification is not possible for that accuracy. 

10.  Repeat step 9 for all other margins. If finally for each loading direction we have at least one 
distance within 5, 10, 15 …%, our verification is successful for the corresponding accuracy. 

5.9. Descriptor Space Formulation 

In this section, the formulation for descriptor variables has been discussed and the formulas for normal 
vector to nomogram boundaries have been derived. 
 

Parameter space 

The parameter space contains the generator and load power injections and is sometimes augmented with 
other states or parameters.  There is a hypersurface in the parameter space corresponding to voltage 
collapse.  Our software starts from base case parameters P0 and given a pattern of stress and computes 
points on the hypersurface, the corresponding margin to voltage collapse and the normal vector to the 
hypersurface.  It can also compute curves on the hypersurface.  
 

One-dimensional margin to voltage collapse 

We specify the pattern, or participation of all injections in a column vector k.  Then the changes in 

injections are km ×  where m is a scalar parameterization of the system stress. If the base case 

parameters are P0, then the stressed system parameters parameterized by m is the column vector  

P = P0 + km ×  

It can be useful to normalize k so that m is expressed in some convenient way and in convenient units.  
For example, if the parts of k corresponding to generator injections are normalized to have L1 norm, then 
m measures the generation margin in L1; that is, the sum of the generation increases.   
 
A bulk change descriptor variable � is a quantity such as an area load increase or an import across a 
cutset. � is (for a given network structure) an affine function of the parameters P so that  

� = Ph ×  = ×h (P0 + km × )   

where h is a row vector. Note that the matrix multiplication ×h (P0 + km × ) is the same as the dot 

product between h
t
 and (P0 + km × ).   (This formula assumes that the base case � = h×P0, but this can 

be easily generalized as needed by adding a suitable constant).  h is a fixed row vector that can be 
computed from the network equations.  For example, h for a cutset flow � is computed by summing line 
flows for lines in the cutset as a function of injections.  The scaling of h is chosen so that � is in 
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convenient units such as MW of import through the cutset or MW of load.   At the voltage collapse, we 
get: 

�* = h (P0 + m*×k) 
 
If we now assume a fixed stress direction or injection participation k, then m is also a function of �: 

kh

Ph
m

×

×−
= 0µ

 

 
Specifying � and k now defines the system stress m and k.  That is, the system stress can be specified by 
the amount of a bulk change of injections � and also assuming the pattern, or participation of all injections 
in the column vector k. 
 
In summary, we can formulate the one-dimensional margin to voltage collapse as follows:  We make the 
assumption of the participation factors k.  Then we can specify an amount of stress by descriptor � and 
the margin to voltage collapse can be specified by the descriptor margin �* = h (P0 + m*×k). 

 
Two-dimensional voltage collapse nomogram 

Here we define two bulk change descriptor variables � and � so the descriptor variables are the column 
vector d = (�,�)

T
  (superscript T indicates matrix transpose)

14
.  Now h is a vector function given by the 2 ×  

(number of parameters) matrix h = (h1
T
, h2

T
)
T
 so that 

 
d = (�,�)

T
 = h×P = h (P0 + m×k) 

 
The nomogram curve is given by (�*, �*)

T
 = h (P0 + m*×k) as k varies (note that m* is a function of k).  

We assume that the nomogram curve is given (locally) by: 
 

g(d) = g((�,�)
T
) = 0 

 
If we now assume two fixed stress directions or injection participations k1 and k2, so that  

P = P0 + m1 ×k1 + m2 ×k2, 
 

then  
 

d = (�,�)
T
  = h (P0 + m1 ×k1 + m2 ×k2) 

      = d0 + M (m1, m2)
T 

 
where M is the 2 x 2 matrix  
 

M = [h×k1, h×k2] 
 

Then (m1, m2)
T
 and P are also affine functions of (�,�)

T
: 

(m1, m2)
T
 = 

1−M ((�,�)
T
 - h×P0) 

                                P = P0 + (k1, k2) × (m1, m2)
T
  

                                            = P0 + (k1, k2) ×
1−M ×  (d - d0) 

 
Specifying (�,�)

T
 and k1 and k2 now defines the system stress in terms of injections P.  That is, the system 

stress can be specified by the amount of a bulk change of injections (�,�)
T
 and also assuming the 

patterns, or participations of all injections in the column vectors k1 and k2. 
 

                                                
14 For example, for the San Diego region, we could have (�,�)

T
 = (path 45/CFE import, SDG&E import)

T
 or (�,�)

T
 = (SDG&E 

generation, SDG&E load)
T 
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In summary, we can formulate a two-dimensional margin to voltage collapse as follows:  We make the 
assumption of the participation factor vectors k1 and k2.  Then we can specify an amount of stress by 
descriptor vector d = (�,�)

T
. The voltage collapse boundary can be specified by the curve g(d) = 0 in the 

nomogram.  It is important to note the dependence of the nomogram curve on the choice of k1 and k2. 
 

Relation between parameter space and nomogram normals 

The descriptor parameters d considered here are affine functions of the parameter space parameters P 
given by  

d = d0 + h ×P 

where h is a matrix. 
 
As explained above, the nomogram curve is given by an equation 

g(d) = 0 

The nomogram curve has normal vector given by the row vector Dg.  Dg has two components. The 
nomogram curve immediately induces a corresponding hypersurface in the parameter space defined by 
the equation  

g(d0 + h×P) = 0 

Differentiating g(d0 + h×P) with respect to P gives the normal vector to the parameter space hypersurface 

hyperspace normal = Dg ×h 

This formula expresses the parameter space normal in terms of the nomogram curve normal and the 
transformation matrix h. 
 
Now we express the nomogram curve normal in terms of the parameter space normal.  Assume as above 
a choice of k1 and k2 so that 

P = P0 + (k1, k2) ×
1−M ×  (d - d0) 

Let the parameter space hypersurface be given by an equation 

f(P)=0 

The hypersurface has normal vector given by the row vector Df.  Then the nomogram curve is given by  

f(P0 + (k1, k2) ×
1−M ×  (d - d0)) = 0 

Differentiating the left hand side with respect to d gives the normal vector to the nomogram curve 

nomogram normal = Df × (k1, k2) ×
1−M  

This formula expresses the nomogram normal in terms of the parameter space normal and a linear 
transformation. 

 5.10. Special Features of the RTVSA Application 

The RTVSA application is based on an extensive analysis of the existing VSA approaches, by surveying 
the leading power system experts’ opinion worldwide, and also with feedback from industrial advisors. 
The mismatch between the core power system reliability needs and the availability of the VSA tools was a 
motivation to design the following special features into the RTVSA application. 
 
� The underlying concepts are applicable to the simple one-dimensional approach or the more complex 

multi-directional stressing to explore the entire voltage security region in the parameter space or in full 
P-Q injection space. 
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� The RTVSA tool has the ability of analyzing the effects of multiple transfers. There are no restrictions 
in distributing the source and sink over a large number of buses in geographically distant locations in 
the system. A non-local treatment of congestion

15
 is crucial because conservatism causes costly 

curtailment of profitable power transfers and a suboptimal use of the transmission system.   
 
� The RTVSA algorithm

16
 in Phase 2 uses the parameter continuation method, which is one of the most 

reliable power flow methods capable of reaching the point of collapse on the power flow feasibility 
boundary. New variables called the continuation parameters are added and represents a position of a 
power flow operating point along some power system stress direction in the parameter space. The 
predictor step consists in an incremental moving of the power flow operating point along the state 
space trajectory, based on the linearization of the problem. The corrector step, that follows each 
predictor step, consists in elimination of the linearization error by balancing the power flow equations 
to some close point on the nonlinear trajectory.   

 
� The RTVSA algorithm in Phase 3 use Direct methods for finding the PoC, which combines the 

parametric description of the system stress and the power flow singularity condition expressed with 
the help of the Jacobian matrix multiplied by a nonzero right or the left eigenvector that nullifies the 
Jacobian matrix at the collapse point. In principle, the Direct Method avoids implementing a loading 
procedure.  There may be problems of finding the initial guesses of the state variables and the 
eigenvector that may be resolved by initial loading the system along the stress direction. By doing so, 
the initial guess of variables can be obtained. Many inaccuracies of the step-by-step loading methods 
that do not exactly converge to the PoC will be avoided by implementing the Direct Method. There are 
savings in computational expenses because of the absence of iterations even though the Direct 
Method solves a problem almost double in dimension to the step-by-step loading methods. 

 
� The RTVSA algorithm determines the “right eigenvector” and the “left eigenvector” at the PoC. The 

weak elements are based on the right eigenvector and provide the extent to which variables 
participate in voltage collapse.  This determines weak areas and also whether the collapse is an 
angle collapse. Large sensitivities of the margin to PoC indicate controllable parameters. These are 
represented by the left eigenvector and can be quantified for suitable corrective action by ranking the 
increase in margin with respect to a unit MW or MVAR in generator response. 

 
� Sensitivity computations relate changes in data to changes in transfer capability.  The uncertainty in 

the transfer capability due to uncertainty in the data was quantified in Phase 4 of the RTVSA 
algorithm. These computations revealed which data is significant in the transfer calculations.  

 
 

                                                
15

  Congestion can be quantified more precisely as the combined effect of multiple power transfers exceeding the transfer capability 
of the transmission system. 

16
  The RTVSA algorithm falls into the class of non-divergent power flow methods that manipulate the step size of the Newton- 

    Raphson method. If the power flow mismatches indicate divergence, the step size is reduced until convergence occurs or the step  
    becomes very small. A very small step size is considered to be an indicator of the point of collapse. 
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6. Appendix A: Hessian Metrix of Power Flow Equation 
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This document describes procedures of calculating the Hessian Matrix of Power flow equations. It also discusses the vectorization procedure, 

which may improve the implement efficiency using Matlab. The calculation procedure of the [ ]LxJ
x

t ⋅
∂

∂
)(  is also derived. 

 

I. Scalar Version of Second Derivatives of Power 
InjectionS 

This section gives the identities for calculating the elements of 
Jacobian and Hessian matrix of power injection. Note that all the 
elements are in the scalar format. Thus, it may not be efficient to 
implement the algorithm using Matlab.  
 
Note:  
 a) Matlab is not very efficient to implement ‘for’ loop.  
 b) The notation used is similar to the notation used in [1] . 
 c) The power injection and first derivative equations are 
extracted from [1]. 

• Real Power Injection 
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� Second derivative wrt Vj (for j<>i) 
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� Second derivative wrt θθθθk (for k<>i, and k<>j) 
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• Reactive Power Injection 

( )�
=

−=
nbus

j

ijijijijjii BGVVQ
1

cossin θθ  

 First derivative w.r.t θθθθi. (with fixed i) 

( )�
=

−+=
∂

∂ nbus

j

iiiijijijijji

i

i GVBGVV
Q

1

2sincos θθ
θ

 

� Second derivative wrt θθθθi 

 ( )�
=

−−−=
∂∂

∂ nbus

j

iiiijijijijji

ii

i BVBGVV
Q

1

2
2

cossin θθ
θθ

 

� Second derivative wrt θθθθj  (for j<>i) 
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� Second derivative wrt Vk (for k<>i, and k<>j) 
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II Vectorized Jacobian

This section gives the vectorized Jacobian matrix. The method has been cross-validated through the comparison with the Matlab codes in [2].  
Prof. DeMarco’s contributions are credited in the Matlab codes. Note that the vectorized Jacobian can be implemented efficiently using Matlab. 
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2.2) Vectorized Jacobian wrt θθθθ 
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III Vectorized Hessian 
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IV. Derivative of Transposed Jacobian Multiplied by Left EigenVector 

To implement the transposed direct method, we need to calculate [ ]LxJ
x

t ⋅
∂

∂
)(  as described in [3]. An approximate expression for calculating 

[ ]LxJ
x

t ⋅
∂

∂
)(  is described in [3]. This section describes a procedure using the Hessian Matrix, which is an accurate expression. Also, the 

implementing efficiency using Matlab is also considered. 
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Notation:  

 )(xF  is defined in (1.3) of [4] 

 N=2*nbus+1+npv 
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1

1 ];;;[ ×∈= N

pv RQVx βθ  

 1×∈ NRL  is the left eigen-vector of the Jacobian matrix. 

 NNRxJ ×∈)( is the “full Jacobian” matrix 

 Vec(*) operator vectorizes a matrix by stacking its columns. For example, 
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 Kronecker product: 
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4.2) To improve coding efficiency 
 Combined with (4.1), the matrix multiplications described in [section III: Vectorized Hessian] can be implement more efficiently 
considering their structure features. 
There are three types of structure: 
 
4.2.1) Type I 
 
Definition: 
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Left eigen-vector multiplication: 
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, where iA*  stands for the ith   column of A matrix . 

Matrix format 
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 (4.4) 
Notice that each row of (4.4) is same as (4.3). Thus (4.4) can be used to calculate the (4.3) in matrix format 
 
4.2.2) Type II 
 
Definition: 
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Left eigen-vector multiplication: 
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, where iA*  stands for the ith   column of A matrix . 

 
Matrix format 
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  (4.7) 
Notice that each row of (4.7) is same as (4.6). Thus (4.7) can be used to calculate the (4.6) in matrix format. 
 
4.2.2) Type III 
 
Definition: 
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Left eigen-vector multiplication: 
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, where *iA  stands for the ith   row of A matrix . 

 
Matrix format 
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Notice that each row of (4.10) is same as (4.9). Thus (4.10) can be used to calculate the (4.9) in matrix format. 
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V. Notation and Matrix Identity: 

5.1) Notation: 
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