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Abstract:

A multi-font, multi-size Optical Character Recognizer (OCR) of Tamil Script is developed. The
input image to the system is binary and is assumed to contain only text. The skew angle of the
document is estimated using a combination of Hough transform and Principal Component
Analysis. A multi-rate-signal-processing based algorithm is devised to achieve distortion-free
rotation of the binary image during skew correction. Text segmentation is noise-tolerant. The
statistics of the line height and the character gap are used to segment the text lines and the
words. The images of the words are subjected to morphological closing followed by connected
component-based segmentation to separate out the individual symbols. Each segmented symbol
is resized to a pre-fixed size and thinned before it is fed to the classifier. A three-level, tree-
structured classifier for Tamil script is designed. The net classification accuracy is 99.1%.

METHODOLOGY
OCR involves skew detection and correction followed by character segmentation and
recognition of segmented symbols. Operations involved in each step are elaborated below.

Skew Correction

The input binary image is first corrected for skew. We have developed a precise skew detection
algorithm [1], which estimates the skew angle in two steps. A coarse estimate of the skew is
obtained through interim line detection using Hough Transform [2]. The interim lines are the
lines that bisect the backgrounds in between the text lines. The coarse estimate is used to
segment the text lines, which are superposed on each other and the direction of the principal axis
[3] of the resulting image with the larger variance is taken as the fine skew direction. The
accuracy of the final estimate is +/- 0.060. A multi-rate-signal-processing based algorithm is
devised to achieve distortion-free rotation of the binary image during skew correction [4].

Text Segmentation

The text lines are segmented using the horizontal projection profile of the document image [5].
Subsequently, the words are segmented using the vertical projection profile. The statistics of
line-height and symbol-gap are extracted first. During text line segmentation, the average line
height is used to split those pairs of text lines, which cannot be segmented separately due to
noise. Since some of the Tamil characters are made up of 2 or 3 disconnected symbols, we use
the term symbol to denote each connected component, as different from a character. The
symbol-gap statistics is used to distinguish a word boundary from a symbol boundary. From
the segmented words, individual symbols are separated by successive application of the
morphological closing and connected component-based segmentation algorithm [2].
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Morphological closing helps in filling the gaps in the broken characters. Connected Component
Analysis is useful when the symbols cannot be segmented using vertical projection profile only.

The case for a tree structured classifier for Tamil Characters

The segmented symbols are fed to the classifier for recognition. We use a classificationstrategy,
which first identifies the individual symbols, and in a subsequent stage, combines the
appropriate number of successive symbols to detect the character. It is desirable to divide the set
of 154 different symbols into a few smaller clusters, so that the search space while recognition
is smaller, resulting in lesser recognition time and smaller probability of confusion. The above
objective is accomplished by designing a three level, tree structured classifier to classify Tamil
script symbols.

First Level Classification Based on Height

_________________________________________________ *_,/
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Segment-1

The text lines of any Tamil text will have three different segments. We name them Segment-1,
Segment-2, and Segment-3, as shown in Fig.1. Since the segments occupied by a particular
symbol are fixed and remain invariant from font to font, a symbol can be associated with one of
the four different classes depending upon its occupancy of these segments. Symbols occupying
segment-2 only are labeled as Class-0 symbols. Those occupying segment-2 and segment-1 are
termed as Class-1 symbols. Those occupying segment-2 and segment-3 are named as Class-2
symbols. Symbols occupying all of them are called as Class-3 symbols. Almost all the symbols

in Tamil occupy the segment-2 and about 60% of the symbols belong to Class-0. Thus, the
horizontal projection value of any row in the segment-2 is large compared to that of a row of the
segments 1 or 3. The sharp rise and the fall in the horizontal projection profile p[n] indicate the
transition from segment-1 to segment-2 and the transition from segment-2 to segment-3
respectively (Refer Fig.2.). These correspond to the sharp maximum and the minimum in its
first difference q[n], which is given by

q[n] = p[n] - p[n-1], n>0 (1
p[0] = q[0].
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The line-boundary between the segments 1 & 2 denoted by Line 1 is given by the value of n for
which q[n] is maximum in the upper half of the text line. Similarly, the boundary between the
segments 2 & 3 denoted by Line 2 is given by the value of n for which q[n] is minimum in the
lower half of the text line. An unknown symbol segmented from the text line under
consideration can now be classified accordingly.

Second Level Clustering based on matra/extensions

Symbols of class-1 and class-3 have their extensions in segment-1. The set of symbols in class-
1 is divided into three groups (Groups 1, 2, and 3) based on their extensions in segment-1
(Refer Fig. 3.). Similarly, Class-2 symbols are clustered into five groups (Groups 4, 5, 6, 7, and
8) based on their extension in the segment-3 (Refer Fig.4.). No further script dependent
clustering is performed among the Class-0 and Class- 3 symbols.
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Figure 3: Illustration of second level classification in Class-1. (a) Different types of extensions
of class-1 symbols captured in segment-1; (b) Group-1 symbols used and the corresponding
extensions; (c) Group-2 symbols and corresponding extensions; (d) Group-3 symbols and
extensions.
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Figure 4: Illustration of second level classification in Class-2. (a) Different types of extensions
of Class-2 symbols captured in segment; (b) Group-4 symbols and the corresponding
extensions, (c) Group-5 symbols and corresponding extensions; (d) Group-6 symbols and
extensions, (¢) Group-7 symbols and corresponding extensions; (f) Group-8 symbols and the
corresponding extensions.
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The rectangle containing the thinned symbol is found out. The portion of the rectangle captured
in the segment-1 or 3 (as applicable) is resized to a 30x30 image. This image is thinned and
divided into four 15x15 blocks. Second moments [2] are calculated from each block to obtain
the 12-dimensional feature vector. Nearest neighbor classifier [6] using Euclidean distance is
used for classification. Thinning algorithm proposed by Zhung and Suen [7] is employed.

The tree structure of the classifier is shown in Fig.5.
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Fig.5 Tree structure of the classifier
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Fig. 6. Example of Class-1 normalisation (a) Class-1 symbol, (b) Normalized symbol,
(c) segment-1 extension separated
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Fig. 7. Example of Class-2 normalisation. (a) Class-2 symbol, (b) Normalized symbol;
(c) segment-2 extension separated

(a)

Recognition at the third level

In the third level, feature-based recognition is performed. The symbols are to be normalized first
to a predefined size to make it possible to compare them with those in the training set. The
normalization strategy varies from group to group. First, the rectangle containing the symbol is
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cropped. The cropped rectangle is interpolated to a size of 45x60 and thinned if the symbol
belongs to Class-0. For a symbol belonging to class-1, 2 or 3, the portion of the cropped
rectangle captured in the segment-1 or 3 is normalized to a rectangle of height 10. The portion of
the rectangle captured in the segment-2 is normalized to a rectangle of height 50, keeping the
same normalized width. These individual images are concatenated back and thinned to get the
normalized symbol (Refer Figs. 6 & 7). The normalized width is 45 for group-1. It is 60 for the
groups 3, 4, 6, 7, 8, 9. The width for groups 2 and 5 is 75. This normalization strategy helps to
bring in the font independence in the OCR. Geometric moment features are extracted from the
normalized symbols. The normalized symbols are split into 15x15 non-overlapping blocks and
from each block, second order geometric moments are calculated. Nearest neighbour classifier
using Euclidean distance is employed to recognize the symbols. A symbol is rejected if the
distance to its nearest neighbour is larger than a predefined threshold. The value of the threshold
is taken as 30.

Classification Results

Training set is generated form the symbols extracted from regular Tamil texts appearing in
books. The algorithm is tested on some other pages of the same texts. Some of the symbols are
very rare in regular Tamil texts. These symbols belong to Group-3, Group-5 and Group-9.
Computer generated font is used for both the training and the test set for these symbols. The
summery of the results is given in the following table. The classification accuracy is calculated
based on the number of symbols correctly recognized.

No.of No of training Percentage Percentage
test patterns Recognition Rejection
patterns Accuracy
Class-0 1832 69 99.4 0.3
Class-1 423 45 98.3 0.3
Class-2 983 69 99.3 0.4
Class-3 122 21 95.2 0.2

Net Classification accuracy is 99.01%.
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Abstract

A Neural Network approach is proposed to build an automatic off-line handwritten Tamil
character recognition system. We have used a Back Propagation Network (BPN) as a character
recognizer. Once trained, the network has a very fast response time. However, the learning
phase of this recognizer is a relatively difficult task in this application. The input image of the
handwritten character is given as input to the BPN and the character most closely resembling
the block of pixels is given as output. This system uses a three layer backpropagation neural
network .

Keywords : Pattern Recognition; Neural Networks; Backpropagation; Optical Character
Recognition; Handwritten Character; Handwritten stroke; Segmentation

1. Introduction

As the developments in the computer field are tremendous, there is a need to improve the man
machine interface. If computers can be made intelligent enough to understand human
handwritings, it will be possible to make man-computer interfaces more ergonomic and
attractive. That is an alternative method of entering data should be devised which should be very
user friendly and it should not require a prior knowledge of typing. Many researches are going
on in Handwritten Character Recognition and Voice Recognition. Users who need to type
scores of page everyday should have prior knowledge of typing to use the traditional keyboard.
So if we could develop a system which can recognize the characters out of users hand strokes, it
would be a boon to those who find it very easy to write instructions rather than type it. Thus
this work is carried out to realize the dream of replacing the traditional keyboard with an
electronic paper.

Recently Tamil is being extensively used in computers by international Tamil community. As
Tamil is official and spoken language in several foreign countries, the use of Tamil in
Information Technology will be more in future. In order to promote this further, a system is
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developed to recognize the handwritten Tamil Characters, which may be useful for recognizing
Tamil texts.

The origin of character recognition can be found in 1870 when Carey invented the retina
scanner, an image-transmission system using a mosaic of photo-cells. Recognition of isolated
units of writing, such as a character, numeral or a word has been extensively studied in literature
[1-10]. In this paper, we have designed a three-layer neural network model using
backpropagation algorithm for recognition of off-line handwritten Tamil character. This paper is
organized as follows. Section 2 briefs about the character recognition problem. In section 3, we
introduce the concept of Artificial Neural Networks. Section 4 shows the architecture of our
system and explains implementation of BPN to recognize handwritten character. Experimental
results and discussions are presented in section 5 and conclusion is given in section 6.

2. The Character Recognition Problem

The field of Character Recognition can be divided into two classes, off-line recognition and on-
line recognition. On-line recognition refers to the recognition mode in which the machine
recognizes the handwriting while the user writes on the surface of a digitizing tablet with an
electronic pen. The digitizing tablet captures the dynamic information about handwriting such as
number of strokes, stroke order, writing speed etc. all in real time. Off-line recognition, by
contrast, is performed after the handwriting has been completed and its image has been scanned
in. Thus, dynamic information is no longer available. Because of the more tightly constrained
feature space, the reduced need for segmentation and the ability to train the system, on-line
recognition has produced much more encouraging results than off-line recognition for both
hand generated print and script.

Machine recognition of handwritten characters continue to be a topic of intense interest among
many researchers, primarily due to the potential commercial applications in such diverse fields
as document recognition, check processing, forms processing, address recognition etc. The need
for new techniques arises from the fact that even a marginal increase in recognition accuracy of
individual characters can have a significant impact on the overall recognition of character strings
such as words, postal codes, zip codes, courtesy amounts in checks, street number recognition
etc.

3. Artificial Neural Networks

The usage of Neural Networks made the process of recognition more efficient and reliable. The
properties of the artificial Neural Networks of abstracting essential characteristics from inputs
containing irrelevant data, learning from experience and generalizing from previous examples to
new ones came in very handy for pattern Recognition and therefore for OCR. Lippmann [4] has
reported a comprehensive survey of prominent ANNs. Of the various models, the feed forward
model of Multi Layered Perceptron (MLP) has been reported to yield encouraging results by
many many researchers. The backprogation algorithm is used in MLP.
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4. Implementation of ANN

An Artificial Neural Network (ANN) technique is used for recognizing the correct character
from the given input. We have used a completely connected feedforward Neural Network with
the classical backpropagation learning algorithm[11-14] more simply known as the
Backpropagation Network (BPN). The advantage of using BPN is that, it can be trained to
identify various forms of the same character. The following steps are followed while
implementing the ANN.

1. An Artificial Neural Network (ANN) using Backpropagation method is first designed.
2. The training data is prepared and is used to train the ANN.

3. After the training is completed, the character to be recognized is given as input.

4. The ANN gives as output, the closest resembling character for each block.

The output of an ANN in the present study is given by :
OUT = 1 / (1+ enet)

where net is the activation element given by :
n
net = X wj Xj
1=1
n being number of inputs to the neuron.

The neurons are arranged in layers. The user can specify the network topology i.e. the number
and size of the hidden layers as well as the values of weights, biases, learning rates and
momentum factors.

4.1. Designing the Network

To build a BPN, there are many parameters to choose from dealing with the network size or the
learning law. Unfortunately, there is no way to determine them rigorously since they are
strongly dependent on the application. The first is the number of hidden layers, which has been
settled to one [4], since many authors consider that a single hidden layer is sufficient for most
applications. The number of neurons on the input layer (Ni ) is 3600, since each character is
represented in a matrix of 60(60 pixels. The number of neurons of the output layer (No) is
eight, since we have to recognize 247 alphabets. We have trained the network only for 30 Tamil
characters (vowels & consonants). It is not so easy to find the number of neurons on the hidden
layer (Nh) whose upper limit is theoretically 2Ni + 1 [12]. After many trails, we have decided to

<<
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have 350 neurons in the hidden layer. The organization of layers for the feedforward
backpropagation network used to solve this problem is shown in fig. 1.

Fig.1 Organization of layers of BPN

Input Layer Middle Layer Output Layer

5. Results and Discussion

The experiment was conducted for various number of cycles. It was found that maximum
recognition rate was achieved at 175 cycles. Fig. 2. shows the sample test data. Fig. 3. shows
the output as recognized by the network. Table 1 gives the recognition rate achieved for various
number of input samples, when the number of neurons in the hidden layer is 350 & number of
cycles is 175. Maximum recognition rate of 90% was achieved when 10 input samples were
used.
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Fig.2. Sample testing input
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Fig.3. Output of the sample Test Sample

Fig. 4 Recognition rate for various number
of input samples at 175 cycles

100 -
0 —=—Numbwer of
charactars
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40 - —s—Reacegnitien
20 - - race’
0 . . .
1 3 5 7 9
Table 1: Determination of optimum number of input samples
Number of cycles = 175 Number of neurons in the hidden layer = 350
Error tolerance = 0.001 Learning parameter = 0.01
S.No Number of Number of Recognition rate
input samples characters %
recognized out of 30
1 1 10 33.33
2 2 14 46.7
3 3 16 533
4 4 18 60.0
5 5 22 73.3
6 6 24 80.0
7 7 25 83.3
8 8 26 86.7
9 9 27 90.0
10 10 27 90.0

6. Conclusion

In this paper, we have proposed a method to recognize handwritten Tamil characters
using a feedforward multilayer Neural Network with backpropagation algorithm. A recognition
experiment has been conducted with 10 sets of 30 Tamil Characters (vowels & consonants).
The Recognition rate of this experiment is 90%. Our approach is easily extensible to different
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character set and different writing styles. For eg., the system can recognize all alphanumeric
characters 0-9,'+',-' & '§' if the corresponding templates are added to the reference set.
Furthermore, our approach can handle large character sets.
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Abstract

To build a digital library reasonably fast from printed text books, we need Optical
Character Recognition (OCR) software. Currently OCR packages are available for English,
Chinese, and many other foreign languages. So far, no commercial OCR software are available
for Indian Languages. Developing OCR package for Indian Languages especially for tamil is a
challenging job. Any usable OCR package must have atleast 99% recognition rate. We can
easily develop OCR package for Tamil with recognition rate of 85% to 90%. To attain higher
recognition rate one has to go for advanced image processing techniques integrated with
artificial intelligence, neural networks, graph theory etc.., This paper explains one such
advanced approach which uses Optical Font Recognition (OFR) to attain higher recognition
rate.

Introduction

Web education, Virtual University, Online electronic libraries etc.., are becoming more
popular these days. In coming years we can find large volumes of book in electronic form on
Internet. To build a digital library from the available huge collection of printed text books, one
must need a high performance OCR package. Currently we have OCR package with reasonable
accuracy for English, Chinese and many other foreign languages. Unfortunately we don't have
such packages for Indian Languages. Of all the Indian Languages, Tamil is the first one to
reach the Internet. Project Madurai (http://www.tamil.net/projectmadurai) is one of the best e.g.
for electronic archive of tamil books. Tamilnadu Government has taken all steps to create a
Tamil Virtual University. Surely such efforts will involve creation of huge electronic archive of
tamil books, which inturn will need a high precision Tamil OCR. To develop such a package,
Open Source Code / Free Software is the best solution. To achieve higher recognition rate
expertise in the arecas such as Digital Image Processing, Artificial Intelligence, Neural
Networks, Graph Theory etc.., are necessary. We need lot of volunteers from the respective
fields, to share their expertise with others to build a full fledged high precision OCR package
for Printed Tamil Characters.

Need for High Recognition Rate

Any OCR software to be really useful it must have atleast 99% accuracy. The running
text printed on a A4 size paper can easily contain an average of 2000 characters per page. That
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means OCR software with 99% recognition rate will produce 20 errors per page. In manual
typewriting, this is the worst case error rate. A good typist, will commit an average of 4 errors
per page. If we really want to replace a typist with OCR, it must have atleast 99.9% accuracy.
One way we can achieve this recognition rate is by using an OFR system as a part of OCR.

OCR Models

OCR systems can be broadly classified as mono font OCR, multi font OCR and Omni
font OCR. Mono font OCR systems are easy to build. Theoretically we can achieve 99.9%
recognition rate with mono font OCR. In a multi font OCR system, features will be extracted
from a known set of commonly used fonts. These learned features will then be used to compare
with the features of the sample text image. It is common to find plain text, italics, bold, and
italics-bold with different sizes (10pt, 12pt, 14pt etc.., ) in a given text page. In a multi-font
OCR system it is very difficult to discriminate each of these features between different fonts.
This in turn will considerably reduce the recognition rate. In an omni font OCR system,
theoretically it will recognise characters printed with any fonts. But Practically it is impossible
to build such a system.

Existing OCR Technologies
Current OCR technologies are largely based on one of the following approach:
(1) Template Matching

It is the most trivial method. Character templates of all the characters from most commonly
used fonts are collected and stored in a database. The recognition consists of finding the closest
matching template using one of the minimum distance matching algorithms. Template matching
techniques assumes the a priori knowledge of the font used in the document and are highly
sensitive to noise, skew etc.., in the scanned image. This method is not suitable for omni font
OCR system, because character templates of all the variants of the characters in all the fonts
must be stored in the database.

(i1) Structural Approach

In this approach, characters are modeled using their topological features. The main
concentration will be on structural features and their relationship. The most common methods
under this category are

String matching methods where character are represented by feature string.

Syntactic methods where character features are determined by the vocabulary and
grammar of the given language.

Graph based methods consists of graph construction where nodes contain features.

All of the above methods are superior to template matching but with respect to omni font OCR
we cannot achieve desirable recognition rate using this approach.
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(1)  Statistical Approach

This approach is based on the statistical decision theory where each pattern is considered as a
single entity and is represented by a finite dimensional vector of pattern features. The most
commonly used methods in this category are based on Bayesian classification, stochastic and
nearest neighbor classification. In the recent past, classification based on Neural Networks are
also used significantly to enhance the recognition rate.

OFR Approach

Optical Font Recognition approach can be used to overcome the limits of existing
omnifont OCR technologies. As stated previously monofont OCR will give high recognition
rate. If we are able to discriminate the text in various fonts in a document, then they can be
submitted to the corresponding monofont OCR engine. This approach is called 'A Priori
Optical Font Recognition' [Ref.1]. Fig.2 shows the block digram of the 'A Priori Optical Font
Recognition System'. It consists of identifying the text font without any knowledge of the
characters that appear in the text. The OFR can be based on features extracted from global
properties of the text image, such as the text density, letters size, orientation and spacing etc..,
Features may further be extracted from text entities with various lengths such as words, lines, or
even paragraphs. Global features can also be tolerant of the image conditions, i.e. they can be
extracted from binary image scanned at low resolution.

High Precision OCR System Architecture
Fig.1 shows the overall architecture of the high precision OCR system.
(1) Scanning
The text document is scanned using a flat bed scanner and converted into 8-bit (256 grey level)
grey level image. Using appropriate binarisation algorithm this inturn will be converted into a

binary (bilevel) image.

(i1) Pre Processing

Font Model Base %{ Omni-Char OFR ]

Mono-font Mono-font Mono-font
OCR OCR OCR

Language Grammar —| Post Processing =

Dictionaries

Recognised Text

Fig.1 - High Precision OCR System Architecture



Scanned documents almost always contain noise, which
results in image degradation. Preprocessing is done mainly
to remove the noise and also for skew detection and
correction, character contour smoothing or thinning etc..,
These techniques can be applied on the whole image or on
a single pattern. They may therefore be performed before
and or after segmentation.  Several preprocessing
techniques are explained by Gonzalez & Woods [Ref.2].

(iii)  Segmentation

Segmentation allows the extraction and location of each
character in the image. Several segmentation algorithms are
explained by Parker[1997] [Ref.3]. Segmentation is a
difficult process. For e.g. touching and broken characters
will increase the error rate significantly.

(iv)  Omni-Char OFR
Using the font model base (obtained by learning process

from known fonts) the omni-char OFR will discriminate
text in different fonts and renders them to the

Text Document

Hoisy Image

Pre-processing

Clean Image

Segmentation

Pre-processing

T

|Clean Character lmagel

Fig.2 - A Priori Optical Font Recognition

corresponding mono-font OCR. Fig.3 shows the font probability estimation using Omni-Char

OFR. The system returns a list of <f; P(f;)> where
f, represent a font identifier

P(f; ) represent conditional probability that the text was printed with f;.

f; for which P(f;) is maximum is the matching font.
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(V) Mono-Font OCR

Character recognition is performed by a monofont OCR using a base of font dictionaries. Fig.4
shows the block diagram of mono-font OCR module. Each dictionary includes character
models of a given font. The system returns a list of <c; P(c;)> where

c; represent a character class and

P(c;) indicates the probability that the pattern corresponds to c;

¢;, for which P(c; ) is maximum is the matching character.

(= o> Qoar B@ioy |

Font dictionary Mono-font

fii) features OCR
{< Ch), P [C@)] > }
Fig.4 : Mono-font OCR System

(vi)  Post Processing

It is used to improve the character recognition especially to correct spelling based on language
grammar, dictionaries, n-gram techniques etc..,

(vil)  Recognised text

shad Sams anumen S ildr

Plain Italics Bold Italics-bold

Omni-Char OFR

Omni-font| |[Omni-font | | Omni-font Omni-font
OCR OCR OCR OCR

Fig.3 : Font Probability Estimation Using Omni-Char OFR
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The recognised text can be stored in suitable encoding format like TAB (Tamil Bilingual
Encoding Standard) or TAM (Tamil Monolingual Encoding Standard).

Conclusion

If an OCR to be used practically then it recognition rate must be high enough so that
manual typing can be substituted by OCR. This can be achieved only if the recognition rate is
greater than or equal to 99.9%. Using omnifont OCR, it is not possible to attain this recognition
rate. At the same time monofont OCR can give the desired recognition rate if the font is known
already. Omnichar OFR system is able to discriminate various fonts present in the document
image. By combining Omni-Char OFR with OCR system, we can build a high precision OCR
system for Printed Tamil Characters. Eventhough the recognition rate can be improved by
using OFR, it still depends on various factors such as noise level, skew factor, resolution of the
scanned image etc.., Discussion of these problems are beyond the scope of the current topic.
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SO DL LSS SIS, FEhEFTeLT-613 005, bl pmm(H
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saiLoluT s Gempuley BTeT@sTmID JoUL_(haumHd auemF&FS Smreons, QT
sl LOWm &Eh&S &S SL_Ljsvenr, GlgellLijsvent, CUEFSHS e pd Weunenm 2erl” (HId WD S
2 eudler Ly (pemeuEsiiiev BemLGlupm eumaSlarper. Geunmley el Fwmer  (psTGermmpLo
goUC_(bsTengl.  SQUueniiEst  SmarsHNGL  SglumL il  Comelulheugl  SBHeuemney
Bssoregn (digitising) af pepwr@. 2 orullsdmbg CuaFs 2 mauTssh (text-to-
speech), EOWWSHMS ML WTETD Srewier, CUFMEF i G6v, CuaGaursmy G eTDSIT6wT6L
SFwuADNsG Larm  CaTOIUTHETET 2 (HUTSSUULIG hSSlarper.  @LLew &6
SIS0 ol &FTThHsmel sTaTUST, Glombluler usormu Sidlog Sieudwomdng.
SUDOIST QTN SN AFALL TSFSIMT MM STENFOTGSD. LBSNS
STIRIMRIGITLD 6(F SULDl (PEMMEML 2_(THEUTSSEVITLD 6TETLS] i@ 68 s LI (Hemem .

Bl eurfleuig 6

SO TWESESeMem auemTelwe GSNsHF aumsmener(graphical description) &AM
Bossam Frossra dlflurss snpuulsisome. Greammrilyb Speor(hl Lpsnn surlbs
s0GImA Wl er eufleulg ay(script) &meuBGsmmID WM auBSI6TengG). u_GlomHUler STEESHT60
A TWSGBST S apsdls Lmansgs O\smemeTUUL L ar. @& Fn(hgs) 6ulg 6|&EH0D
ST HMTCLEW 2 _(HUTSSLULL L 6T 6TOTLG) SauenSHey ClsmeTenSss55). Lerenmw SO
T(HS6MeY LPRIGSLD AMATSS TSSHSSEHD LD 1-Le0 ST UL (heTemer. @aummlayeser
313 eTWSGIBS6M 6L SenLWmend &meuorGelemnia W TRSSIMHSS6T (characters) 147 wl_(HGuw.
Semeu UL 1-@60 B9 55 aug eysenms (bold fonts) sm_L_ UL (peTerTer.

&(TH6 &GS HL_L{6V60T 2611 L6V

SiT&L UsTaTl &6M 60 LI SGSLD GLHMSS6T, QT suGUL CouBW e SFid Sl
sl eyEememuD  6T(0P5S SpNSlETa( dl(Hameary. &g ©CsTjBbs LWlnsuler
sTreonsCu  FTeFwoTEng). TS, TWRSSSHMT 6lmIHI SAMLWTETD Hevr(h
aurdssan uldnd OCuomdlbHorisd. LBss &spDme Hopdlear(learning  phase)
Deremenlley  Qemempw sl TwsEH  augeler  ULGum  SmmiseT, [Henesisy
BossiLGAspar.
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S0 6urfl suiq.6ffl 601 LiswwTL SB6m6T 2_6mwTiTey [Hlemeuudlen &(IHell & 2art” (Heugy 66w LiwTl wedrgy.
8F CFuEGF 'OFLDms HrLU asmswenoll' (Artificial Neural Network) eTeumsgyo
aufwsnn AearuppuuBSng. H&Es0 amupbd 'mSCWWHMS L WTETD STED Lisw'
WaOwanmnss Lns abllweon 2 555 CSadlwade SNDG LIHDTS, uEDT6 L6
SigUuemLuley SOIPL AFFALL TWSSHSHMOT 6TOIUTD LSS SIHLTOTD STErevrid
sTOTLSNGSEF Hev auld wenmassT & m(HEaULL(hememer. G Liewi &@ '66iM &MY 6TWSSI(IH SHiTewTe0
@enm' (Optical Character Recognition method) Gl&weveuiq eud O\&T(H&SH6U6L6V.

STWSSIHSS6MNeT eumTall LsTLST SHelld CEWnss53nE WHSab  eFhmsmey.
Seaupdler g lumL Ul SLwrerd sreor Causmigw SIFFH  6T(DSSHIHSSMET BTG
susmSWITsL 1 S&60TD. Sleme auHLOMm:

1. AL wrad ClEsauD 6T(DS SIS SE6T
2. CuBGsv 5D TS SIS H6IT

3. EC [HEHD TSI SS6T

4. & 1po-Cuogyid [5EmHLD 6T SIS BT

ST gL wen, gL GLf@mbg euswrssn Cwedlmpg EwTsab
CFE MG DML WITETD &HT6uoTGeuemiiq LU 6T(DSSI(HSHM6T BT L UTTSEG0EUTG (zoom in)
U6V & (hS60 HSeusuHeT ElemLsdlarmen. (Hmewres UL 2.) SO0 aufleug emeu r Umensy (bird)
Gumev 2_mausLUBHSSHILCEUTI g Hn@ 6y (span) UDHIW SSaI0S6T &lenL_& &l aTme;
28y auMeugemes &R wewr (earthworm) Gumev 2 HauSLLBHSSHOOUTS, i eT 2 L 60
HTSmI-SNSMeud) 6T(0SSJIHSS6 6 Gl (HewTensmw (character mass) WH UL g & mg).

TS FHSH6T HemLWTs 6THSFSCSTETEHD L)L i6me] TSI Sis6vd(character
width) eerluGdogl. Qeaupdear wIHUY LOMD HEDSHe Lo  1-Be
STLLUUL (heimerenr. SOD  6TWSSIHSS6M6T B0 LIHUUST Q1 Sml Ly GG mLifle
(arithmetic progression) SimWeIMS BbS SiL_L auenerulle) srewrevmd. e 2 miiy () 1.613
B.15. sissupd wiom 2 miiyassT 0.0812 MB.15. Geugum_ig6v (common difference) g (HousmGwiLo
Sflw gEmgl. goug 2 NULEMMSOISTaL L& il L QamLMo LS 2 mliL|seT
L (HGw Ceumyemwwras(void) medlarmer. WD TWSSIMHESaTar DB QI GSMUTLL
B emL_GlausT e GeumILi(d LISTTL, SieUDEND EUNSLILIHSS DHOLWITETLD STevot 26k mS).

uLD 2-@60 SenLwWmend &ment Geusmiql HEFSH 6TRSSIHEFET MO SSGILD
saflLOumdler gememblarso(h Oumads sTiLuul (hemerar. QUULGmg Hiswd
SrrybGurgl fmg dlfiuy 3:4:3 eam dlHssH600 SMLMMSS STELTD. GG
2 L UGS 4 SIe0GS6mTEeD, Ca)d & (WL 56T LGS &6 a1GleuTaTHID 3 160G 6T SH6LD
SiMDEImGS STaTAplddmg). Coeyb, QhE TWEIHIGHT @bsen (tiles) uTalw GlFaILES
eGS0 suemywLLL (heTengl Cumend sTL_& el Sl arper. L& SHeTemmW SIq UL WITEHS
Canewi(h, sTHGIment @hHs6T aublGw sTwsHIMH CEFLS MG eter AL WY HnG. G
LML 6TIPSSIH CILITHETEmD 6TeI& GlSmaTemeumd. O TPRFHMSS SOHLULSDES 2-FaD,
'Ueitel'smW QT SVSTSHS O\&meuT(h 6T(WSSHISS6 a1 CIUMHEwTML U TWNISSUILIHE DS

353!, umeT@arL_(b3 sermwwemL W SWLD TWsSImESs X-AHFSA QD Y-AFH b
sTeSlment Gl (hdgemr(hasemer (intercepts) FpUbSSIH sorment stenr WS LAL LUGS DG, Loy
Qb lemr(hsemem &L0l6d HES CaGrradl X-oiFfe aimu& ClFam (scanning) wH UL
WG Engl. HLGUTG QT sTwsSIm Senwrs (horizontal) sFOUBSSID CleuL(hSSiewrT(hase 6T
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6TEUOT6U0 SMBMWS C\HTL_SHD, 2 FF6M6Y, (P1g6] HpSW Hemeussiey wHUTL g DG
Beaaun@n Y-2158en Oal(hs glem(bssiten eTewreni Semssmw UL 6TUSS (6L 6T
SL O mBS D Crrédl aupe.F GlFarn sl &ngl. SLCUTFID, WSS CBHEH 60
(vertical) TOUBSZID Qeu_(bS Sisur(hHerl 6 6TswTen HEMSMWS CIGTL_&HD, 2 FF 66, (PIG-6)
SpEw Blemevseisey LHUAL WP SDG. GeuamLsy wwpSuler uwerms XY AFsS6l60
Qeu_(bS glewr(paseiem LS L enemHenT e (pairs) SlenL_&dlarmen. (Smrewrds LULD-3.)

Beamy  TWISIMmHME, G &L,  FOHUHESIID el (hFSiemr(hase e
sTeo0T600l 6, GlUMHewTeny &l weaupmler SiglusmL W) SenLWmemd Srewrd  Ol&F LW
SWIM (Script Width Intercept Mass) 2 58 (method) &mel&EE 6TaMgTHaD
goUmLWHTED Corermdng. S lumL ) HmL G5 SH6I0S6T L auenemr 1
P60 5 Uy C\BTGSSSZS STLLIL_(HeTeen.

LI [E] 6996086111 60 6T (0SS5 (THEMEU SIEML_LITEITLD & T 60T 6V

smeller Smanlameau(h WISSIHIBMET SDLWTETD ST Ul  Srewr(h
SLLm&6Me (stages) BoOLOUDSIDG. WL SLL SV 6TRSTIHEHET- & DL WTSEF
Olgsveuerr, Guwev Hemsueor, S Hemeusor, S Guweyd HeTeus sTer 4 Qemisenmas (classes)
umsLLGSSULbGS atpear. 2_emrLuGS ey Qapbdler ywpssn wampGw 38.0, 31.3, 21.3, 9.4
dlssTLTs Smadamg. Ustsl U dWwsSHsssm G  [HoTear  amSWTEHS
OameTemUUL_(heTemer. SADGST SS5S TWSIIHSSMET 6TIGID  WwwHHAWD eTefllgns
Bmedng. Lra_rag &SLLSH0 TWwsSH X-AFHAQD Y-SFfqb gnuUbSSID
QoS Gler(hasef e 2_F& sTerremi Emd, C\GTLSHSH-(IP6] 6TETENNSMB, (TSI SHFHEULD,
QILIMHETTEMID &l W BTeTE LG bHlemsusseiisy (steps) Syrmulin(hel smer.

QT  TWSGHHAAT MLWTTSMmS 6TV LigHenevsaiier  aumulleumsean
2 mFlUL(BSIIUG S WaTD. ST L TEF 60 sTWSSIHSHET LI [5lensv-1 Siemetl 60(SISTeug)
Ca_(paGemhsaiear 2 FF  aauaiEZME  JGUUMLUTL)  SjemLwmeTd  SHer(h
QamstenLU(pSmG. LSmmarn 31 FWISSIHBIMET  SMLWTETD  STew (I S DS
SIEMEULLIT6UETT:

L & WD 2_ FF 60T 261 (BITEWTEH SIL_L_6U6m6TIT -2)
L& & &6l e el (BTEOTS SiL_L_6U6m6mT -3)
UTWIG & PG ¢h &g @O (STeWTe SiLLeuenewT -4)
M 85 64 ©h Tnd (BTEOTES SIL_L_6U6m6TT -5)

2_emyUUGS 6L 20 6l (ip&&m(5 Sel 6TWSIIHS BT S0\ ETeuT(H im0 GTMeDT.

L BHlemev-2  Siemellev(SIBTaug  TWSSIHeler QBT &S0 WwHmd  Gmdluleyeret
OleuL_(pSZlem(has6i a1 sTenTenT Hma Sig.LLenLWlle) Goeyd 49 6T(SS(HSEMET ML WITHTLD
SITEWT (PIG- M), SEMEULWLITEU6DT:

U T 18 6T TRl 6V 61 Jon 61D 610 (BTEwTSH. SiL_L_6U6me6mT -2)
umwfl o & (BTEWTSD. SiL_L_6UEmeTT -3)
B DWW T O (P A 83 Sl By 83 cp QI 6hI QI Gl Q) GO GO (STEWTE. SiL_Louenen -4)
LESEHNBEr & mad (BTETES. SIL_L_6UEmENT -5)

2 emyUUGSWlev 41 el (&&M(h L6y 6TWSIIHSBmETE0)ETenT(h Dm0 GTMeDT.
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g Blemev-3  Siemelleu(IBTOUS  6TWDSHSIH @ SSVSF T gluemLlev) 57
TS SI(HESHEMET S{ML_ITETD SIT60T (PIG-&l M. {6MEULITEU6T:

& &r 61T 601 (ST, SIL_L_6uemer -2)

FUOCLH & HA LI m b meved eu e e af ml 60 o 6l 6f afl ol (STEWIS. BIL_L_6ucm6wT
-3)

DL, M5 G e h O S Ll S ey, am ¢ €h (BT, SL_L6uemenT -4)

B o & ¢h af € afl i (SITERTEH. iL_L_6UemEDT -5)

2 emyUUGSI 6L 32 6l (ip&&m(h Sel 6TWSHII[HS BT S0\ & MeuT(H S0 BTmeDT.

L[5l mev-4 iemsill 6u(SISTeug) sTWSSI(He 61 CUmhemrsmd g LiLenL Wlev) G gieusniy
SIENL_WITHTLD STTLULTS 10 6TSSIH ST CouniLi(bSSH & ST (L&l MG, SIETEULLIT EI6T:

6o Ul ; euoT euut (SBITEWTED. SIL_L_6UEm6DT -3)
(X (STemT. L euenemnr -4)
& &; am ad (SBTEwTE. L EUEm6TT -5)

Bemeu 2_mruu@d e 7 6l wssm(h LwerU(pe ermeor.
sUHL_60 Gamgemen

SFALL gremer  Cuelmpgs SpEETeS  amboLCUTs smElSEGL UL
Oleusmremoll LGF aufl sememll 1M Sgi(line separation) SEDLWTETD &T6wT 2 F6iE WGl L F6m
apeuld smefey G DO UDmeTeT 6urfl &6ffl6r 6T6m0T6wT SeMBEMW SN WVMD. GemFL Cumey Smemer
QL mpBg awabGETasl aumpoGuTg Louuph Oausmembl UGS TSI SSMmETL
WM sgi(character separation) SELWTETD &SMewr 2 S dHnG. CF6T coold SHFFLL
uGSlleusTen  QaGlar TWSSIMmHIOT ASOSMS CHIGWTS emal WY ng.
SIL_L_euemenr-2,3.4,5 SidlWweuHemns ©\amemr(h LIl 16l mev-2 2i6metll 60 80
TSI (HSHMET(SIMLWTTD  &mewl Gouemng i CTSS TWSSIHES6T-147) BUSH DS
S e SenLWmemd SmeoT (plg-&lm).

ugBHlemev-2 SjeTeley TWSSI(HSS6MeT 2 Wb, &Twel, Sgly Spdlw  LeTyS6T
Gn&sHpaugomen. bSF, smalosTamh WLHUILL  TWSHH  NELSHDESL
SIL_Lauememrlle)eem TWSIIH ABVGHDGDL Crr dldls CgTLTy sramuubhSngl. &m
GOLALL 2 wywsTen  TWSG  augaES(font  size) Qe sldgib(ratio) &
wrledwr@b(constant). QgL Gume, smAlosTEo(  LHUTNLL TSI
QUITHETMLSGSD SIL_L susnesnTul 6Tsm 6TWSGIM CuUThemismbs@Sh Crr dldlgs Ty
srerLL(b S ngl. @ 6l &l Fp e wrdledlwmEb.

LGBl mev-3 Siemslley  sTRSGIMHSHMET  SIMLWTETD ST TSI DSV
eUIb(S s wdlul) 2 gadng. Sndl & SL_L_LDM&, LIl 15l mev-4 36t 60
TWSSIHESmaT BWEHNG LD SimLwWmemD ST dWSSIH UM HEemLD
eUih(@HoLsed wLpGory ddgs wiuly) 2 SaSng. FWSSHESEHSS FTle
Carhs@beurgId sqUy osrhsaLGUTsHD &Fs QUIB @M arbySSsT(range)
wroubSaTmg).
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Uw&aD N GHS 6T(0SS([HSSMET i 60

SIFSHQL LPRGL S TWSSIHESaTa [ sema(occurrence) Hewn&ssL L emalpD
Gargemen GLmGIETsToTULLL &I Qememrugder auriilleons 3@amsy 1997 wae ggPear 1998
SUEDITWIITET 606k SL_6tr eumy @ SLhl6v Glevell wmenr HApEms, FwEms, &L (heny, S6llms,
yderp, gmownsd pHu uGdHssm GCHlssuul(h ewSHL  ypss  wdHUb(
sl &sULLL gl B5015T1EHU FnEGmnW L L Fb dWSIIHSS6T(characters)
Lo  OCupdmbsar.  SHA®mBS  TWsSIGSSMaT  Lp&sswb(frequency)
B sssan(probability) sei&sUULLer.  Lern SHsFH  LAHULUSHT  BIEIS
SIL_L e EaT e  TWSSImme  HbS5FHS Oarhssuul_(haterar. Qeapbdlaiam &S
SEMEUWITEN SHEB6ULSBEMETL GILM (1Sl .

BHawsse UL, QM 61WSSTL_(HESL WLGSBHS TUWSSI(HSS6MN 6T sTewm el Smaes 37
L (HGw. Gemey LweTurL_(h g LusnLulley EG LorGaTemellsy SruuL_(HsTeTe.

m (B &nssea; > 8)
&, & (B ahgsay > 4)
ém, L, 601, G, 6u (B swssea > 3)

D, &, &I, v, 0, 5,0 (HaDss6]>2)
w, L, r, i, 60, T, (®, T, U, &, B, &, L, 8, 0, 6T, &, m, 6, 1., 6, ewr (Hspssey > 1)

CuoeMuldlL 37 awssmEsmans osmanlh SFFLUGHWTar 82  dlwssr(

TRSSIHEBHT  Smwdlamer oLy LRGeS GHLaLssss5. Udsts Gomi
sHCUTHSS LaoaWsFImaseNey Llnd oefllug uwerell&ss gniq WSTGSLD.

PLq-6460IT

sl eufleugeneull eTemetl UGS 2 eworyey Sigluen ey etosl LWlnHS
GunO\smsTEpL CuTsE QIEUDD [H&W, LOUDD amTslwe SiguuemL Ul el auigene
gprmyb  Curs@l OsTLTdmgl. 2 euye SiguumL e SHme W, [Hlenersilsy
MmEUSSIE0\ETeTeT 6T STE DS, oumTalwe smm, SHElESS S _Lever 2l (HUSNHSS
Gargrndlmgl. Loss RFruswreGb(digital library) UmSE&S SWOID < eUmTHRISDETS
smnuolumie GamuysstTas wrhn Goerg Lm&sng. &s5nd Lng 6dMsHmrIss
'O SFALL  TWSIESHOET JMLWTETD STEOID (Pom' LWeTSSS  &nlqWg).
Bluuei & slenbgl Smell SemLLG STeuddler SL_LMWTGLD.
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